DADS Level 3 Requirements With Reconciliation Descriptions (VDB 10/05/99)
Recon

Status
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l3_text
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Recon method
ID
Name
Comments
Release

Verified
25
DADS0010
Complete
The ECS shall receive updated metadata for products that have been QA'd.
This is implemented  for data types, as specified in the Data Type Services Matrix.
Feature
1.2
Show the system can support SCF interfaces
Remote Interactive Session in  Drop 3; Electronic DAP Handling in Drop 1;  QA Metadata Update via DAAC in Drop 1, via SCF in Drop 5; Failed PGE Handling in Drop 1; SCF Ancillary Data Drop 1; Data Access for QA in  Drop 3
3



DADS0010



Feature
5.3
Demonstrate that a DAAC operator can update QA metadata on behalf of the SCF
Available in Drop 1 using DAAC QA tool.
1

Verified
26
DADS0020
Complete
The ECS shall, upon receipt of updated metadata for products which have been QA'd, store the metadata in its inventory.
This is implemented  for data types, as specified in the Data Type Services Matrix.
Feature
1.2
Show the system can support SCF interfaces
Remote Interactive Session in  Drop 3; Electronic DAP Handling in Drop 1;  QA Metadata Update via DAAC in Drop 1, via SCF in Drop 5; Failed PGE Handling in Drop 1; SCF Ancillary Data Drop 1; Data Access for QA in  Drop 3
3







Feature
5.3
Demonstrate that a DAAC operator can update QA metadata on behalf of the SCF
Available in Drop 1 using DAAC QA tool.
1

Verified
27
DADS0130
Complete
The ECS shall receive from the EDOS the following:  a. Production data (L0)  b. Expedited data

Feature
2.1
Demonstrate ingest of AM-1 Level 0 data from EDOS.

4P



DADS0130



Ticket Criteria
JG03
1. Concurrent ingest of data sets specific to a particular DAAC 1.1 GSFC 1.1.2 Ingest multiple ASTER Expedited data granules, and MODIS Expedited data granules



Verified
28
DADS0131
5A Future
The ECS at the LaRC DAAC shall receive SAGE III L0 data from the SAGE III MOC.

Feature
1.13
Show the system can support the Sage III data interface

5



DADS0131



Feature
1.14
Show the system can support the Sage III MOC interface

4PY



DADS0131



Feature
2.9
Show the system can ingest Sage III data types

4PY



DADS0131



Ticket Criteria
SM_14
SAGE III L0 Interface - 3 Get, Archive & Inventory L0 and Ephemeris Data

5A

Verified
29
DADS0140
5A Future
The ECS DAACs shall receive from other ECS DAACs the following:  a. L0-L4 data  b. Metadata  c. Ancillary data  d. Calibration data  e. Correlative data

Feature
3.45
Show the capability for cross-DAAC data transfer in support of data production

5A

Verified
30
DADS0145
5B Partial
The ECS shall be capable of receiving from NOAA the following:  a. Metadata  b. Ancillary data
Some ancillary data types are not yet supported.   5B: ISCCP-GW; NCEP
Feature
2.5
Show the system can ingest NOAA data
Available in Patch 4P1
4P1



DADS0145



Feature
1.16
Show the system can support the NOAA interface for ancillary data (CEMSCS)
Available in Patch 4P
4P1

Reco

Change
31
DADS0150

5B
The ECS at the GSFC DAAC  shall receive from the ICC the following:  a. Instrument  history log (or subset of history log)  b.  Associated Metadata
Although the ICC no longer exists as a separate component of FOS, it is still referenced in the FOS requirements and as such is referred to here for consistency.
Ticket
SM_5B_01
Ingest Operability and New Data Types
This L3 requirement has been reallocated to 5B (since 10/99 VDB query) and added to 5B ticket SM_5B_01.  Level 4 link added which cover requirement.


Verified
32
DADS0160
6A Partial
The ECS shall receive from the EOC the following with associated metadata:  a. Spacecraft  history log (or subset of history log)  b. Activity schedules
Current: Activity schedules (which are ingested at LaRC)  Future: (6A) Spacecraft history log
Feature
2.8
Show the system can insert FOS historical and detailed activity schedule data
Detailed activity schedule support in Drop 4PY; FOS historical data support being investigated with EMOS
4PY

Verified
33
DADS0170
5A  6A Partial
The ECS shall be capable of receiving from Landsat the following:  a. L70R data sets  b. Metadata  c. Ancillary data  d. Calibration data  e. Engineering data
Future: Electronic ingest of IGS format 0 metadata (5P); IGS Browse and format 0 metadata from tape ( 6A); L7 engineering data from the MOC (6A)
Feature
2.3
Show the system can ingest Landsat-7 L0R data
Available in Drop 1.  Metadata validation enhancements in Drop 4.
4



DADS0170



Feature
2.4
Show the system can ingest IAS calibration parameter files
Available in Drop 1.  Metadata validation enhancements in Drop 4.
4

Verified
34
DADS0175
Complete
The ECS at the GSFC DAAC shall receive from FDS:  a. Refined Orbit Data  b. Attitude data  c. Metadata
Refined Orbit data means the same as "Definitive Orbit data."
Feature
2.7
Show the system can ingest FDD Orbit/Attitude data
Attitude is Patch 4P. Orbit is Drop 5
4P

Verified
35
DADS0190
5A 5B Partial
The ECS shall receive from the SCF the following:  a. Special products (L1-L4)  b. Metadata  c. Ancillary data  d. Calibration data  e. Correlative data  f. Science Software  g.  Standard Products (L1-L4)
The ingest of SCF data products will be supported by the SIPS interface which is further specified in SDPS0092 and SDPS0093. Special Data Products are described in the F&PRS Glossary.  ECS assumes that the DAACs are responsible for creating and testing ESDTs for Special Products.   The volume of Special Data Products will not impact archive capacity significantly and they will be ingested by ECS through the SIPS interface.  5A:  Support to AM-1 Mission  5B:  Capability to be added to support PM-1 Mission  6B: CHEM-1
Feature
1.2
Show the system can support SCF interfaces
Remote Interactive Session in  Drop 3; Electronic DAP Handling in Drop 1;  QA Metadata Update via DAAC in Drop 1, via SCF in Drop 5; Failed PGE Handling in Drop 1; SCF Ancillary Data Drop 1; Data Access for QA in  Drop 3
3

Verified
36
DADS0200
Complete
The ECS shall receive from the ASTER GDS the following:  a. L1A and L1Bdata products  b. Metadata associated with data sets  c. Science Software

Feature
2.2
Show the system can ingest ASTER L1A and L1B data from D3 tape
Available in Drop 3.  Metadata validation enhancements in Drop 4.
4



DADS0200



Feature
6.8
Show that the system provides the ability to configuration manage the received software
Available in Drop 2
2

Verified
37
DADS0205
5A Future
The ECS shall be capable of receiving data in any and all formats produced by the distribution service specified in section 7.5.2.3.5.1 of this specification.
This is needed to support the Option A+ concept of remote insert.
Feature
2.2 (#1893)
Show that the system can ingest data distributed by ECS into a different mode
5A
5A

Verified
38
DADS0210
Complete
The ECS shall be capable of receiving the following types of EOS instrument data in support of pre-launch checkout of the ground system:  a. Real EOS instrument data  b. Simulated EOS instrument data
This is implemented  as specified in the Data Type Services Matrix.
Feature
1.4
Show that the system can support the EDOS PDS interface protocol
Available in Drop 1
1



DADS0210



Feature
1.5
Show that the system can support the EDOS EDS interface protocol
Available in Drop 1
1



DADS0210



Feature
2.1
Demonstrate ingest of AM-1 Level 0 data from EDOS.
AM-1 data types and ASTER expedited data type in Drop 3.  Other expedited data types in Patch 4P.  Metadata validation enhancements in  4.
4P



DADS0210



Feature
2.2
Show the system can ingest ASTER L1A and L1B data from D3 tape
Available in Drop 3.  Metadata validation enhancements in Drop 4.
4

Verified
39
DADS0220
Complete
The ECS shall accept the following data types in support of   development of initial calibration:  a. Instrument calibration data  b. Scientific calibration data
This is implemented as specified in the Data Type Services Matrix.
Feature
1.16
Show the system can support the NOAA interface for ancillary data (CEMSCS)
Available in Patch 4P
4P1



DADS0220



Feature
1.17
Show the system can support GDAAC data interfaces
Available in Patch 4P
4P1



DADS0220



Feature
1.18
Show the system can support NDC data ingest via media
Available in Drop 5 - tape format still undefined
5



DADS0220



Feature
1.22
Show that the system can ingest data following EOSDIS data standards using polling with delivery record
Available in Drop 5.
5A



DADS0220



Feature
2.5
Show the system can ingest NOAA data
Available in Patch 4P1
4P1



DADS0220



Feature
2.13
Show the system can Ingest GDAAC provided data types (NCEP, NESDIS and TOMS)
Available in Patch 4P1.
4P1

Verified
40
DADS0250
Complete
The ECS shall receive data in the following forms:  a. Physical electronic media  b. Electronic network communications

Feature
1.4
Show that the system can support the EDOS PDS interface protocol
Available in Drop 1
1



DADS0250



Feature
1.5
Show that the system can support the EDOS EDS interface protocol
Available in Drop 1
1



DADS0250



Feature
1.6
Show that the system can support the LPS interface protocol
Available in Drop 1.  Improved gateway error messages in Drop 3.  Improved gateway fault recovery in Patch 4P
4P



DADS0250



Feature
1.7
Show that the system can support the IAS interface protocols
Available in Drop 1
1



DADS0250



Feature
1.11
Show the system can support the FDD interface for Attitude data
Available in Patch 4P
4P



DADS0250



Feature
1.12
Show the system can support the FDD interface for Orbit Data
Available in Drop 5
5



DADS0250



Feature
1.13
Show the system can support the Sage III data interface
Planned for Drop 5.
5



DADS0250



Feature
1.15
Show the system can support the DAO interface
Available in Drop 5
5A



DADS0250



Feature
1.16
Show the system can support the NOAA interface for ancillary data (CEMSCS)
Available in Patch 4P
4P1



DADS0250



Feature
1.17
Show the system can support GDAAC data interfaces
Available in Patch 4P
4P1



DADS0250



Feature
1.18
Show the system can support NDC data ingest via media
Available in Drop 5 - tape format still undefined
5



DADS0250



Feature
1.22
Show that the system can ingest data following EOSDIS data standards using polling with delivery record
Available in Drop 5.
5A



DADS0250



Feature
2.2
Show the system can ingest ASTER L1A and L1B data from D3 tape
Available in Drop 3.  Metadata validation enhancements in Drop 4.
4



DADS0250



Feature
2.14
Show the system can concurrently ingest data from multiple sources
Available in Drop 3.  Fault recovery enhancements (warm restart) in Patch 4P
4P



DADS0250



Feature
2.15
Show the system can support concurrent ingest of multiple granules from a single source
Available in Drop 3.  Fault recovery enhancements (warm restart) in Patch 4P
4P



DADS0250



Feature
2.16
Show the system can add new data types to be ingested
Basic capability in Drop 1; Operator GUI in Drop 5
5

Verified
41
DADS0260
5B Partial
The ECS shall receive non-EOS correlative and ancillary digital data.
Current:  Support to AM-1 Mission  5B:  Capability to be added to support PM-1 Mission
Feature
1.11
Show the system can support the FDD interface for Attitude data
Available in Patch 4P
4P



DADS0260



Feature
1.12
Show the system can support the FDD interface for Orbit Data
Available in Drop 5
5



DADS0260



Feature
1.15
Show the system can support the DAO interface
Available in Drop 5
5A



DADS0260



Feature
1.16
Show the system can support the NOAA interface for ancillary data (CEMSCS)
Available in Patch 4P
4P1



DADS0260



Feature
1.17
Show the system can support GDAAC data interfaces
Available in Patch 4P
4P1



DADS0260



Feature
1.18
Show the system can support NDC data ingest via media
Available in Drop 5 - tape format still undefined
5



DADS0260



Feature
2.5
Show the system can ingest NOAA data
Available in Patch 4P1
4P1



DADS0260



Feature
2.6
Show the system can ingest AM-1 ephemeris data
Available in Patch 4P1
4P1



DADS0260



Feature
2.7
Show the system can ingest FDD Orbit/Attitude data
Attitude is Patch 4P. Orbit is Drop 5
4P



DADS0260



Feature
2.8
Show the system can insert FOS historical and detailed activity schedule data
Detailed activity schedule support in Drop 4PY; FOS historical data support being investigated with EMOS
4PY



DADS0260



Feature
2.9
Show the system can ingest Sage III data types
MOC interface in Drop 4PY
4PY



DADS0260



Feature
2.10
Show the system can ingest DAO data
Available in Drop 5.
5A



DADS0260



Feature
2.11
Show the system can ingest ASTER DEM data
Available in Drop 5.
5A



DADS0260



Feature
2.12
Show the system can ingest EDC Produced 100M DEM data from D3 tape
Available in Drop 5
5



DADS0260



Feature
2.13
Show the system can Ingest GDAAC provided data types (NCEP, NESDIS and TOMS)
Available in Patch 4P1.
4P1

Verified
42
DADS0281
Complete
The ECS shall be capable of ingesting and storing data to support the instrument science team(s) in:    a. Pre-launch checkout of their instruments  b. Pre-launch science checkout  c. Development of initial calibration information
This is implemented  for the data types specified in the Data Type Services Matrix.
Feature
1.16
Show the system can support the NOAA interface for ancillary data (CEMSCS)
Available in Patch 4P
4P1



DADS0281



Feature
1.17
Show the system can support GDAAC data interfaces
Available in Patch 4P
4P1



DADS0281



Feature
1.18
Show the system can support NDC data ingest via media
Available in Drop 5 - tape format still undefined
5



DADS0281



Feature
1.22
Show that the system can ingest data following EOSDIS data standards using polling with delivery record
Available in Drop 5.
5A



DADS0281



Feature
2.5
Show the system can ingest NOAA data
Available in Patch 4P1
4P1



DADS0281



Feature
2.13
Show the system can Ingest GDAAC provided data types (NCEP, NESDIS and TOMS)
Available in Patch 4P1.
4P1



DADS0281



Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
43
DADS0282
Complete
The ECS shall be capable of  storage and retrieval of real and simulated EOS instrument data in support of pre-launch checkout of the ground system.
This is implemented  for data types, as specified in the Data Type Services Matrix.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
44
DADS0290
Complete
The ECS shall check all metadata it receives against validation rules (e.g., required fields and groups, valid values) and correctness of the data set granule size (if specified in the metadata)..

Ticket Criteria
RH13
5. Verify via B0SOT that the new valids for the new data type have been applied.

4PX



DADS0290



Ticket Criteria
SM04
4 In addition to the errors identified for the PAN/EAN below, data ingest and archive can produce the following errors 4.3 Metadata preprocessing error

4PX



DADS0290



Ticket Criteria
SM16
1 DAP Handling error conditions are 1.12 Invalid File Size

4PX



DADS0290



Ticket Criteria
SM15
2 PDR error conditions 2.12 Invalid File Size

5A

Reco

Change
45
DADS0300

Complete
The ECS shall generate status information indicating the success or failure of metadata consistency checks.
Current: write error messages to the applications logs for metadata validation failures  
Ticket/Criteria
JG04
7. Check validity of catalog information comparing the metadata of the staged files on the processing disk to the attribute values specified in the data ingest requests (PDR, data file, etc)
[Ingest Data Cataloging and Archive]
SDSRV writes metadata errors to the log and, for mandatory groups, sends the status bact to Ingest.  There is no PSA checking as this has been deprioritized several times.
4PX







Ticket/Criteria
SM04
4 In addition to the errors identified for the PAN/EAN below, data ingest and archive can produce the following errors 4.3 Metadata preprocessing error
[EDOS Ingest and Archive]
4PX







Ticket/Criteria
SM07
3 Ingest and Archive error conditions  3.4 Metadata preprocessing error
[ASTER D3 Interface]
4PX







Ticket/Criteria
SM08
3 PAN Error conditions are 3.8 Metadata Preprocessing Error
[DAO Interface]
5A







Ticket/Criteria
SM02
4 PAN Errors 4.8 Metadata preprocessing error
[Landsat IAS Interface]
4PX







Ticket/Criteria
SM17
2. Ingest & Archive errors returned in the PAN 2.9 Metadata preprocessing error
[Landsat 7 IGS Interfaces]
5P







Ticket/Criteria
SM15
4 PAN error conditions  4.8 Metadata Preprocessing Error
[SIPS Interfaces]
5A

Verified
46
DADS0310
Complete
The ECS shall verify that data received came from an approved/authorized source.
Complete per security waiver granted by ESDIS to use ftp over EBnet.
Feature
1.6
Show that the system can support the LPS interface protocol
Note: EDOS and LPSD are the only electronic interfaces in which data is sent to ECS.  In all others, ECS is accessing an external server to retrieve data placed there by he external system.
4P

Verified
47
DADS0320
Complete
The ECS shall verify compliance of scientist provided data with EOSDIS defined standards for metadata.

Ticket Criteria
RH13
1. Prepare a descriptor file (Metadata Works) describing the metadata for a data type; prepare the associated dll for the data type.

4PX



DADS0320



Ticket Criteria
RH13
1.  Attempt via Metadata Works to create descriptors that are invalid according to the ESDT construction rules.

4PX

Verified
48
DADS0350
Complete
The ECS shall generate the following metadata items for each data granule:  a. Unique Granule ID  b. Date and time of storage  c. Physical location   d.  Data check status
Physical location defined as DAAC and archive, not tape identification
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
These items are generated respectively saved in the inventory during INSERT and are part of the referenced feature.
4P







Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
These items are generated respectively saved in the inventory during INSERT and are part of the referenced feature.
4P

Verified
49
DADS0405
Complete
The ECS shall provide the capability to archive multiple versions of  selected archive data.
Satisfied by ESDT Versioning.  "Selected archive data" means Level 1b and above.
Feature
3.43
Show support for data versioning
Available in Patch 4P
4P

Verified
50
DADS0425
Complete
Archive and backup media at each ECS DAAC shall have a rated shelf life of at least 10 years as determined by the National Archives and Records Administration (NARA), National Institute for Standards and Technology (NIST), NASA, or a professional or industry organization such as ANSI, the Society of Motion Picture and Television Engineers (SMPTE) or the National Association of Broadcasters (NAB).

Analysis

At the time of selection, STK supplied numbers of 15 years "Archive Life" for the media supported by Batel Labs tests.  That would be considered an "industry organization".  The statements were made during presentations and discussions.



Verified
1
DADS0430
6A Partial
The ECS shall provide its operations personnel the capability to manually alter the routing of data sets to physical storage locations.
Future:  Enhancement to configure routing via GUI    6A:  Storage management enhancement to permit operator to manually change physical archive used for ESDTs.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
As part of defining the ESDT to be archived, the archive volume group is defined via an SDSRV GUI.  Enhancements ae planned for 6A.
4P



DADS0430



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
As part of defining the ESDT to be archived, the archive volume group is defined via an SDSRV GUI.  Enhancements ae planned for 6A.
4P

Verified
2
DADS0435
Complete
The ECS shall provide its operations personnel the capability to add new physical volumes and eject physical volumes from the archive for off-line or off-site permanent storage.

Analysis


AMASS COTS utilizing their space pool can add physical volumes; OLFS and mailbox on StorageTek silo allows tapes to be added and removed.
4PY

Verified
3
DADS0440
Complete
The ECS shall provide storage for the following EOS data:  a. Standard Products  b. Associated correlative data sets  c. Associated ancillary data sets  d. Associated calibration data sets  e. Associated metadata  f. Science Software

Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
As part of defining the ESDT to be archived, the archive volume group is defined via an SDSRV GUI.  Enhancements are planned for 6A.
4P



DADS0440



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
As part of defining the ESDT to be archived, the archive volume group is defined via an SDSRV GUI.  Enhancements ae planned for 6A.
4P



DADS0440



Feature
5.35
Show the system can support data type installations, including advertising and data dictionary export
Available in Drop 3.  Automated update of V0 valids in Patch 4P1.  GCMD export is Post Launch.
4P1

Verified
4
DADS0450
Complete
The ECS shall provide storage for the following scientist provided data:  a. Associated correlative data sets  b. Associated ancillary data sets  c. Associated calibration data sets  d. Instrument characterization data sets  e. Associated Metadata
.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
As part of defining the ESDT to be archived, the archive volume group is defined via an SDSRV GUI.  Enhancements are planned for 6A.
4P

Verified
5
DADS0460
Complete
The ECS shall provide storage for non-EOS data required for Standard Product production.
Supported for data types, as specified in the Data Type Services Matrix.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
As part of defining the ESDT to be archived, the archive volume group is defined via an SDSRV GUI.  Enhancements are planned for 6A.
4P

Verified
6
DADS0470
5A  6A Partial
The ECS DAAC at the EDC shall provide storage for the following Landsat 7 data:  a.  Level OR data  b.  Associated metadata and browse  c.  IGS metadata and browse  d.  Associated calibration and metadata  e.  Calibration updates and metadata  f.  Engineering Data
Future: item c is future - Electronic Ingest of IGS format 0 metadata (5P); IGS Browse and format 0 metadata from tape( 6A).
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
7
DADS0472
5A Future
The ECS shall provide the capability to temporarily store and provide access to an average of 4 scenes per day up to a maximum of 10 scenes per day of ASTER Level 1A and 1B expedited data.
This is a companion requirement to PGS-0598.
Capacity


This is a requirement for hardware sizing rather than for functionality. Deletion of expedited data is the responsibility of the EDC operator.


Verified
8
DADS0487
Complete
The ECS shall be capable of maintaining archived EDOS production data sets (Level 0) for at least one year from the date they are ingested.

Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
9
DADS0488
Complete
The ECS shall archive the EDOS production data sets (Level 0) received from EDOS.

Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
ECS will retain the L0 data sets it received from EDOS.
4P

Verified
10
DADS0490
EOC Partial
The ECS shall archive Level 1B - Level 4 data products.
Current: Level 1B; some Level 2 - Level 4  Future: remaining Level 2 - Level 4
Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution

4P

Verified
11
DADS0491
5A 6A Future
The ECS shall provide the capability for an authorized operator to delete data products.
5A: delete from archive  6A: granule deletion administration    The operator will be able to select products for deletion by ESDT short name, version, and temporal coverage or insert time range.  At the operator's choice, the deletion shall include or exclude the inventory metadata (i.e., cause a physical delete or only a delete from archive).  ECS will display the number of granules which have been selected for deletion, and prompt the operator for confirmation, after which the deletion will take place (i.e., there will be no time period during which the granule is only "logically deleted").  The SDSRV will enforce referential integrity constraints for any deletions of metadata (i.e., for a complete physical deletion, products need to be deleted in the correct order). Deletions will be logged in the application log.
Feature
3.3
Show the system can support interim products
Available in Drop 3.  This provides for automated deletion of granules by Processing based on configuration information entered by operations during SSI&T.
3

Verified
12
DADS0525
6A Partial
The ECS shall accept from operators updates/cancellations of data order requests.
Future: SDSRV implementation of priorities  (Updates are limited to priority changes)
Ticket Criteria
RM07
2. While data orders for concurrent media, ftp-pull and ftp-push are executing, exercise the operator GUI to perform the following functions a) suspending, canceling, and resuming requests
No feature specifically mentions this capability.
4PX

Verified
13
DADS0535
Complete
The ECS shall support the requests to FDS for definitive orbit data by providing start and stop times for the request.
The request is sent by the DAAC operations staff, via E-MAIL or a phone call.  The operations staff is notified by the Data Processing subsystem when the spacecraft orbit data is bad, and thus FDS is required.
Operational


This is an operational rather than a functional requirement.  The actual ops concept has changed – the DAAC operator may extract orbit data from preprocessed orbit granules.


Verified
14
DADS0570
5B Partial
The ECS shall verify product orders, and withhold granules from distribution which the user is not authorized to receive.
The capability to check the format of product orders is provided.    Future: Granules for which the user is not authorized will be removed from the order.
Ticket Criteria
RM12
7. Product requests error conditions - DMS to confirm error conditions are appropriately allocated a) Bad message; message contains syntax error(s)

4PX

Verified
15
DADS0660
Complete
The ECS shall maintain the following information for each order, including standing orders:    a. Priorities  b. Distribution directions  c. State (i.e., active, canceled, suspended)

Feature
5.26
Show the system can support single and multi-site data orders, including order tracking
Available through B0SOT in Drop 1.  Single site orders through JEST in Drop 5 (no order tracking function in JEST).  Request level order tracking in Drop 5. L7 orders with BA work around in Patch L7.
L7



DADS0660



Feature
5.28
Demonstrate that operations staff can obtain order status from the system
Basic capability through DDIST GUI in Drop 1.  Request level order tracking through MSS in Drop 5.
1

Verified
16
DADS0690
6A Partial
The ECS shall support the prioritized retrieval and delivery of data based on the priority information specified in the data retrieval request.
Future: SDSRV implementation  Implemented by means of the queue of Distribution Requests maintained by the DDIST, SDSRV and STMGT CI.
Ticket Criteria
RM07
1. Cause the submission of more electronic distribution requests than DDIST is configured to process concurrently.  The distribution requests should have differing request priorities. Verify that the requests are processed by priority.

4PX

Verified
17
DADS0740
5B Partial
The ECS shall provide the capability to subset a Landsat subinterval granule based on defined criteria to include:  a. Floating partial subinterval  b.  Spectral band  c.  WRS (fixed scene)
Current: only  item c  is supported.  IMS-0705 is related to this requirement.
Feature
5.15
Show that the system supports user orders for Landsat-7 scene data, which is generated on-the-fly using subsetting services, including mirror-scan correction data, calibration data, and CPF data
Available in Drop 3. Updates for F1/F2 time offsets and DFCB changes in Patch L7.
L7

Verified
18
DADS0760
Complete
The ECS shall distribute data in approved standard formats as specified in the ICDs and Data Type Services Matrix.

Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1



DADS0760



Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



DADS0760



Feature
5.10
Show that the system can distribute data in response to subscription order via 8mm
Available in Drop 1.
1



DADS0760



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1



DADS0760



Feature
5.15
Show that the system supports user orders for Landsat-7 scene data, which is generated on-the-fly using subsetting services, including mirror-scan correction data, calibration data, and CPF data
Available in Drop 3. Updates for F1/F2 time offsets and DFCB changes in Patch L7.
L7



DADS0760



Feature
5.16
Show the system can distribute CPF data with L7 scene orders
Available in Drop 3
3



DADS0760



Feature
5.17
Show the system can reformat L7 data for distribution
Available in Drop 3
3



DADS0760



Feature
5.18
Show the system can support distribution of cloud cover data to the L7 MOC
Available in Patch 4P
4P



DADS0760



Feature
5.19
Show the system can distribute ASTER expedited data with a signal file
Available in Drop 3. EDN/EDR ICD changes in Patch 4P
4P

Verified
19
DADS0770
Complete
The ECS shall reformat data sets  in one of the approved standard formats as specified in the ICDs and Data Type Services Matrix.

Feature
5.17
Show the system can reformat L7 data for distribution
Available in Drop 3
3

Verified
20
DADS0800
Complete
The ECS shall provide the capability to translate input data to the internal ECS format including HDF.

Ticket Criteria
SM10
4 Reformat, Archive & Inventory Data  (just Archive & Inventory unless stated) 4.5 NCEP TOVS Ozone a)  Convert to HDF-EOS, archive both native & HDF-EOS

4PX



DADS0800



Ticket Criteria
SM10
4  Reformat, Archive & Inventory Data  (just Archive & Inventory unless stated) 4.8 FNMOC  a) Convert to HDF-EOS, archive both native & HDF-EOS

4PX



DADS0800



Ticket Criteria
SM10
4 Reformat, Archive & Inventory Data  (just Archive & Inventory unless stated) 4.1  NCEP 1-Degree GDAS Product a) Convert to HDF-EOS, archive both native & HDF-EOS

4PX

Post-5A
21
DADS0890
6A Future
The ECS shall generate distribution resource  statistics consisting of:  a. request number and user identification  b. Media type and quantity

Post-5A





Verified
22
DADS1020
5B Partial
The ECS shall generate data retrieval status  to acknowledge the acceptance or rejection, including the reason for rejection (e.g., distribution parameters missing, data not present or unreadable), of a product order.
Future - support of order tracking of On-Demand order  Orders issued by SDSRV for subsetting are not supported.
Ticket Criteria
RH12
4. Observe that the ordered information is displayed in return.  Confirm that the displayed information is correct.
V0/ECS interface checks the user order and provides an error status back to EDG. DDIST generates a distribution failure notice.  But no feature includes this explicitly in its text.
4PX



DADS1020



Ticket Criteria
RH41
1.  Attempt to order a granule that is too large for ftp processing.

4PX

Verified
23
DADS1030
Complete
The ECS shall generate data distribution status to monitor the progress of the distribution process.
ECS Data Distribution and Order Tracking provide status information.  No further enhancements planned.
Feature
5.28
Demonstrate that operations staff can obtain order status from the system
Basic capability through DDIST GUI in Drop 1.  Request level order tracking through MSS in Drop 5.
1

Verified
24
DADS1070
Complete
The ECS shall send data check and storage status to the provider of ingest data.
PANs are returned except in the case of polling without delivery record, which precludes  status return.
Feature
1.22
Show that the system can ingest data following EOSDIS data standards using polling with delivery record
Available in Drop 5.
5A

Verified
51
DADS1080
Complete
The ECS shall maintain an external data receipt log.

Analysis


Ingest maintains a  log of ingest request in its database. But no feature includes this explicitly in its text.
4PX

Post-5A
52
DADS1085
6A Future
The ECS shall maintain a data access log.

Post-5A


User accesses are tracked in the MSS order tracking database.  But this log does not specify the specific granules that are ordered.


Verified
53
DADS1100
Complete
The ECS shall maintain a log of all updates to the local inventory. The log shall be used to generate status reports and, in conjunction with the inventory backup, recreate the local inventory in the event of catastrophic failure.
This is implemented with data base transaction logs.
Feature
7.2
Show the system can support data backup and restore (for non-archive data)
File system backup available in Patch 4P1.  Archive back-up is a separate feature (see 4.1.4).  Database back-up: NO-CAP
4P1

Post-5A
54
DADS1110
6A Future
The ECS shall maintain a data distribution log.

Post-5A


User accesses are tracked in the MSS order tracking database.


Post-5A
55
DADS1114
6A Future:
The ECS shall maintain a  log of staging activity.

Post-5A





Verified
56
DADS1230
Complete
The ECS shall be capable of providing temporary storage in support of data production.

Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
57
DADS1235
5A Partial
The ECS shall temporarily store expedited data received for 48 hours.
Current: data is stored and not deleted  Future: manual deletion Assume that the capability for manual deletion (DADS0491) will encompass this.  Expedited data storage capacity  is estimated as 0.02 of the daily Level 0 ingest multiplied by two for two days of storage: GSFC 6.4 GB (ASTER and MODIS);LaRC 1.9 GB (MISR, CERES, and MOPPIT). (ref: ECS F&PRS Appendix C, Table C-1 and EOSD1030 for 2%)
Capacity


This is a requirement for hardware sizing rather than for functionality.  Deletion of expedited data will be a DAAC operator responsibility.


Verified
58
DADS1300
Complete
The ECS shall display all faults to the system operators.

Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
No error monitoring for developed software.  Operators will peruse the application logs to check for application errors.
4P

Verified
59
DADS1310
Complete
The ECS shall track problems such as missing or corrupted files requiring restoration or regeneration of data.
This is implemented by means of error messages sent to the  application log files.
Feature
4.3
Show the system has the ability to identify lost files on damaged tapes and recover undamaged files
Basic capability in Patch 4P.
4P

Verified
60
DADS1320
Complete
The ECS shall provide fault isolation information at the system and subsystem levels.
This is implemented by means of error messages sent to the application log files and by the MSS Fault Management Application Service.
Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
No error monitoring for developed software.  Operators will peruse the application logs to check for application errors.
4P



DADS1320



Feature
7.8
Show the ability to produce and browse MSS error logs
Available in Drop 5
5

Verified
61
DADS1330
Complete
The ECS shall provide information to support fault isolation between ECS-unique components and external interfaces.
This is implemented by means of error messages sent to the application log files and by the MSS Fault Management Application Service.
Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
No error monitoring for developed software.  Operators will peruse the application logs to check for application errors.
4P



DADS1330



Feature
7.8
Show the ability to produce and browse MSS error logs
Available in Drop 5
5

Verified
62
DADS1360
Complete
The ECS shall monitor the status and performance of all storage systems used.
Current - ,the status and performance are  monitored   .
Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
No error monitoring for developed software.  Operators will peruse the application logs to check for application errors.
4P

Post-5A
63
DADS1370
EOC Future
The ECS shall provide a mechanism for statistically monitoring both the raw and corrected bit error rate (BER) of storage media in the archive.
This requirement will only be satisfied if the FSMS COTS vendor supports this capability.    .
Post-5A





Verified
64
DADS1375
6A Partial
The ECS shall support management and copying/refresh of archive media.

Post-5A


Systematic copying/refresh is a Post-5A capability.




DADS1375



Ticket
RM06
Scheduling and management of media devices
Archive media management is pre-5B
4PX



DADS1375



Ticket
RM01
Handle archive tape failures
Archive media management is pre-5B
4PX

Verified
65
DADS1380
Complete
The ECS shall monitor data transfer between external (non-ECS) elements and the ECS.

Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
No error monitoring for developed software.  Operators will peruse the application logs to check for application errors.
4P

Verified
66
DADS1390
Complete
The ECS shall monitor data transfer between components of the  ECS.

Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
No error monitoring for developed software.  Operators will peruse the application logs to check for application errors.
4P

Post-5A
67
DADS1450
6A Future
The ECS shall, upon detection that L0 data has been lost, generate a request for a replacement product from EDOS, dispatch the request, and ingest the replacement product.
Detection of missing archive holdings occurs only when an attempt is made to retrieve data in response to a Data Request.  The request for a replacement product is performed by the operations staff.  An operations script will be required to generate the PDR and transfer data to the appropriate directory.
Post-5A





Verified
68
DADS1470
Complete
The ECS shall manage element resource utilization.

Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
No error monitoring for developed software.  Operators will peruse the application logs to check for application errors.
4P

Verified
69
DADS1472
EOC Partial
The ECS shall contain the capacity to respond to contingencies and peak loads.
Current: the intermediate work load expected at launch  Future: the full contractual work load and planned STMGT enhancement for improved peripheral scheduling on multiple platforms    The capacity to respond to special  needs is provided by utilizing resources that would normally be allocated for reprocessing which will temporarily reduce the volume of reprocessing being accomplished.
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
70
DADS1475
Complete
The ECS shall provide tools to the users to perform:  a. Format conversion of HDF-EOS tabular data to ASCII  or binary format  b. Subsetting of HDF-EOS grid and swath data

Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



DADS1475



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
71
DADS1510
Complete
The ECS shall ensure that metadata is maintained on all products that are stored in the ECS.
This is implemented  by verifying that all data and metadata are stored for a Data Insert Request prior to reporting its successful completion.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS1510



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
72
DADS1520
Complete
The ECS shall provide a file storage management capability that supports a hierarchy of devices and media, with location-transparent access to the files.
This is supported by the use of the AMASS "archive database" and custom code for the management of storage on the staging disks.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS1520



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
73
DADS1530
Complete
The ECS shall maintain a  file directory of all files archived under its control.
This is implemented by the combination of the AMASS Archive Database and the Metadata Database.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.




DADS1530



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.


Verified
74
DADS1540
Complete
The ECS shall provide, in case of corruption or catastrophic failure, capabilities for recovering the archive  file directory.
This relates to  the AMASS Archive Database.
Ticket
RM01
Handle archive tape failures

4PX

Verified
75
DADS1550
Complete
The ECS operations/systems personnel shall be able to access, list, or modify the contents of the archive  file directory in a special privileged mode.
The capability to display records in the AMASS archive database is provided.
Ticket
RM01
Handle archive tape failures

4PX

Verified
76
DADS1610
Complete
The ECS file storage management capability shall provide for continued performance, albeit in a degraded mode, when a device (e.g., disk or cartridge drive, operator's console) fails.
The AMASS file system provides the operator the capability to place a failed tape drive in off-line mode and continue operation with the remaining drives.  Failed disk drives are managed by the use of RAID.
Analysis


All DAACs currently operate in degraded mode after a device fails.
4PX

Verified
77
DADS1620
Complete
The ECS at each DAAC shall provide tools for operations/systems/maintenance personnel to monitor performance, carry out maintenance, and alter operating parameters.
Tools are available as part of AMASS.  Some performance measurements are being reported to MSS.
Ticket Criteria
RM06
4. Simulating a scheduled maintenance, demonstrate making a drive and stacker unavailable, and its reintroduction.  Perform this demonstration for each of the supported media types.

4PX



DADS1620



Feature
7.7
Show the ability to generate management reports
Available in Drop 5.  Suport for performance reports is POST LAUNCH.  Support for MSS Metrics by applications: NO CAP.  MSS pulls and logs perf. metrics: NO CAP.
5

Verified
78
DADS1630
Complete
The ECS at each DAAC shall provide tools for recovery of data from failed media and devices.
Current:  operator procedures and scripts are being provided to aid in the recovery of data. Via the scripts, the operator will be able to determine which data needs to be restored from back ups and which data has to be regenerated.
Feature
4.3
Show the system has the ability to identify lost files on damaged tapes and recover undamaged files
Basic capability in Patch 4P.
4P







Feature
4.4
Show that the system can support archive backups and can access the backup copy when the primary copy is inaccessible
Available in Patch 4P.
4P

Verified
79
DADS1640
EOC Partial
The DADS shall support the  number of files derivable from Appendix C, with the ability to expand to match growth.
Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
80
DADS1730
Complete
The ECS shall be developed using file storage management systems that have configuration-controlled application programming interfaces (APIs) that will allow the development of DAAC-unique file storage management services operated independently of the delivered ECS services.
This is supported by providing the AMASS APIs.
Analysis


AMASS provides these APIs


Verified
81
DADS1780
Complete
The ECS shall provide the capability to store as a single entity logically grouped sets of data.
This is supported  by providing data references between each data granule and the data sets which are logically associated with the data granule.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS1780



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
82
DADS1790
Complete
The ECS shall periodically verify that all data sets are present and accounted for.
This will be performed by ops staff through operational procedures, using the tools currently available from Sybase, AMAS and Unix.  No additional software development is planned.
Procedural





Verified
83
DADS1791
Complete
The ECS shall have the capability to mount archival media via automated means.

Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Note: This is an inherent capability of the AMASS COTS and was demonstrated a part of this feature.
4P



DADS1791



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Note: This is an inherent capability of the AMASS COTS and was demonstrated a part of this feature.
4P

Verified
84
DADS1795
Complete
The ECS shall update internal file directories with the unique Data set ID.
This refers to the internal file directories in AMASS along with granule and file IDs maintained in the metadata.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Note: The files are archived & retrieved under the unique names assigned by SDSRV.  The SDSRV inventory tracks the archive file names for each granule.
4P



DADS1795



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Note: The files are archived & retrieved under the unique names assigned by SDSRV.  The SDSRV inventory tracks the archive file names for each granule.
4P

Verified
85
DADS1800
Complete
The ECS shall maintain data storage inventories defining the physical location of files.
This refers to the internal file directories in AMASS.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Note: This is an inherent capability of the AMASS COTS and was demonstrated a part of this feature.
4P



DADS1800



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Note: This is an inherent capability of the AMASS COTS and was demonstrated a part of this feature.
4P

Verified
86
DADS1805
EOC Partial
The ECS shall provide an inventory system capable of the following:  a. Accepting the number of new inventory entries, one per granule, for the number of granules per day as specified in Appendix C  b. Uniquely identifying each data granule  c. Tracking the physical location of each data granule.
Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS1805



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS1805



Capacity


This L3 also contains capacity requirements.


Verified
87
DADS1806
Complete
The ECS shall provide the capability of retrieving any data granule stored in the archives.

Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS1806



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
88
DADS2160
Complete
The ECS shall maintain a list of standing orders.
This capability is provided by the CSS Subscription Service.
Feature
5.22
Show the system can support unqualified and qualified subscriptions
Available in Drop 1.  Spatial qualifiers available in Drop 5.
1



DADS2160



Feature
5.24
Show that an operator can submit subscriptions and standing orders on behalf of a user
Available in Drop 2
2

Verified
89
DADS2170
Complete
The ECS shall maintain a list of one-time orders.
Order Tracking is currently being supported by DDIST.  Outstanding capabilities: SDSRV and SBSRV support for order tracking will not be completed as part of Option A+..
Feature
7.11
Show the system can monitor and manage electronic distribution (DDIST GUI)
Basic capability available in Drop 1.  Upgrades in later drops (change priority, resume, cancel - 2920, 2930 - in Drop 2, UI improvements - 2940, 2941 - in Drop 5) are not launch critical.
1

Verified
90
DADS2190
Complete
The ECS shall maintain a list  of products which could not be delivered electronically (e.g., workstation off-line).

Feature
7.8
Show the ability to produce and browse MSS error logs
Available in Drop 5
5

Verified
91
DADS2270
Complete
The ECS shall provide an off-site backup copy of all EOS data which would be impossible or difficult to recover in case of loss (e.g., ancillary data, metadata, command history, Science Software, engineering data, calibration data, systems and applications software, selected data products, depending on need).

Feature
4.4
Show that the system can support archive backups and can access the backup copy when the primary copy is inaccessible
Available in Patch 4P.  Moving tapes off-site is an operator responsibility.
4P

Verified
92
DADS2276
Complete
The ECS shall  have the capability to  restore its archive from a backup copy of EOS data or backup copy of information required to regenerate the data.

Feature
4.4
Show that the system can support archive backups and can access the backup copy when the primary copy is inaccessible
Available in Patch 4P.
4P

Verified
93
DADS2300
Complete
The ECS  shall provide a capability for local and offsite backup/restore of system files.

Feature
7.2
Show the system can support data backup and restore (for non-archive data)
File system backup available in Patch 4P1.  Archive back-up is a separate feature (see 4.1.4).  Database back-up: NO-CAP. Moving back-up tapes off-site is an operator responsibility.
4P1

Additional Info Reco
94
DADS2302
Complete
The ECS offsite and local backup media shall be based on published, open, and non-proprietary formats which fully describe the physical organization and structure of files.
The DADS will utilize ESDIS-approved backup media.  Media is backed up using AMASS file format.
AMASS should provide documentation of their format.  ECS has initiated this request.





Post-5A
95
DADS2307
6A Future
The ECS shall  fulfill requests for L0 data from EDOS with L0 or L1A data, as available.
This is supported via D3 media transfer.  The association between the L1A data set and the PDS will be done operationally.
Post-5A





Verified
96
DADS2315
Complete
The ECS shall be capable of providing access to data to support the instrument science team(s) in:    a. Pre-launch checkout of their instruments  b. Pre-launch science checkout  c. Development of initial calibration information.
SSI&T and interface to EDOS data simulator provide this capability.
Ticket
SM04
EDOS Interface
The EDOS simulator was used for this testing
4PX



DADS2315



Analysis


ECS has supported early SSI&T sicne the early drops
4PX, 5A

Verified
97
DADS2340
Complete
The ECS shall have the capability to send from one DAAC to another DAAC the following:  a. L0-L4 data  b. Metadata  c. Ancillary data  d. Calibration data  e. Correlative data    f. Spacecraft and instrument logs
This requirement is satisfied by  the distribution of data to DAACs acting as users.  See DADS0140 for the Ingest capability provided.
Feature
3.45
Show the capability for cross-DAAC data transfer in support of data production

5A

Verified
98
DADS2360
Complete
The ECS shall have the capability to send to NOAA the following:  a. L0-L4 data  b. Special products (L1-L4)  c. Metadata  d. Ancillary data  e. Calibration data  f. Correlative data  g. Science Software
This requirement is satisfied by  the distribution of data to NOAA acting as a user.  See DADS0140 for the Ingest capability provided. Special Data Products are described in the F&PRS Glossary.  ECS assumes that the DAACs are responsible for creating and testing ESDTs for Special Products.   The volume of Special Data Products will not impact archive capacity significantly and they will be ingested by ECS through the SIPS interface.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS2360



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P



DADS2360



Feature
5.13
Show that a user can order any archived data to be delivered electronically via FTP
Available in Drop 1
1



DADS2360



Feature
5.14
Show that a user can order any archived data to be delivered through mail via 8mm
Available in Drop 1.
1

Verified
99
DADS2370
Complete
The ECS shall have the capability to send to the user the following:  a. L0-L4 data  b. Special products (L1-L4)  c. Metadata  d. Ancillary data  e. Calibration data  f. Correlative data  g. Science Software  h. Browse data
Special Data Products are described in the F&PRS Glossary.  ECS assumes that the DAACs are responsible for creating and testing ESDTs for Special Products.   The volume of Special Data Products will not impact archive capacity significantly and they will be ingested by ECS through the SIPS interface.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.




DADS2370



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.




DADS2370



Feature
5.13
Show that a user can order any archived data to be delivered electronically via FTP
Available in Drop 1




DADS2370



Feature
5.14
Show that a user can order any archived data to be delivered through mail via 8mm
Available in Drop 1.


Verified
100
DADS2380
Complete
The ECS shall have the capability to send to the SCF the following:  a. L0-L4 data  b. Expedited data  c. Special products (L1-L4)  d. Metadata  e. Ancillary data  f. Calibration data  g. Correlative data  h. Science Software
Special Data Products are described in the F&PRS Glossary.  ECS assumes that the DAACs are responsible for creating and testing ESDTs for Special Products.   The volume of Special Data Products will not impact archive capacity significantly and they will be ingested by ECS through the SIPS interface.
Feature
4.1
Show that ingested data are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.




DADS2380



Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.




DADS2380



Feature
5.13
Show that a user can order any archived data to be delivered electronically via FTP
Available in Drop 1




DADS2380



Feature
5.14
Show that a user can order any archived data to be delivered through mail via 8mm
Available in Drop 1.


Verified
101
DADS2390
Complete
The ECS at GSFC shall have the capability to send to the ASTER GDS the following:  a. Aster expedited data  b. Metadata

Feature
5.19
Show the system can distribute ASTER expedited data with a signal file
Available in Drop 3. EDN/EDR ICD changes in Patch 4P
4P







Feature
1.3
Show support of 2-way e-mail communication with ASTER GDS
Basic capability in Drop 3, Fault recovery in Drop 4, EDN/EDR ICD updates in Patch 4P, Order Tracking in  Drop 5
4P







Ticket
SM05
ASTER Expedited & E-mail Interfaces

4PX

Verified
102
DADS2410
Complete
The ECS shall distribute data from the archive in response to receipt of a product order.

Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



DADS2410



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
103
DADS2430
Complete
The ECS shall be capable of distributing any data granule stored in the archive.

Feature
5.13
Show that a user can order any archived data to be delivered electronically via FTP
Available in Drop 1
1



DADS2430



Feature
5.14
Show that a user can order any archived data to be delivered through mail via 8mm
Available in Drop 1.
1



DADS2430



Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



DADS2430



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
104
DADS2440
6A Partial
The ECS shall distribute data under a multi-level priority system.
Future: SDSRV implementation
Ticket Criteria
RM06
1. Cause the submission of more electronic distribution requests than DDIST is configured to process concurrently.  The distribution requests should have differing request priorities. Verify that the requests are processed by priority.

4PX

Verified
105
DADS2455
Complete
ECS shall be able to process multiple distribution requests concurrently where concurrent distribution peripherals are available.

Feature
5.12
Show that the system can support simultaneous orders from multiple users
Available in Drop 3 including DSS support for RFH
3



DADS2455



Feature
5.31
Show the system can handle many requests for many products concurrently
Available in Drop 3
3

Reco

Change
106
DADS2460
6A  6B
The ECS shall have a manual override function capable of altering the priority of a distribution request.
Future: SDSRV implementation   The operations staff will have the capability to change the priority of a queued Distribution Request.
Ticket
RS_6A_02;

EN_6B_02

The RS_6A_02 ticket on Compression on Distribution will be changes to include this L3 for manual  override of priority for distribution.  EN_6B_02 will cover SDSRV priority.
6A, 6B

Verified
107
DADS2470
Complete
The ECS shall transfer Standard Products and subsetted data to the requester.
This is implemented for data types, as specified in the Data Types Services Matrix.
Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



DADS2470



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
108
DADS2490
6A Partial
The ECS shall have the capability to distribute data on the following approved high density storage media:  a. 8 mm tape  b. CD ROM  c. DLT  d. D3 tape
Current: 8mm  Future (5B): D3  Future(6A): CD, DLT
Feature
5.10
Show that the system can distribute data in response to subscription order via 8mm
Available in Drop 1.
1



DADS2490



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1



DADS2490



Feature
5.14
Show that a user can order any archived data to be delivered through mail via 8mm
Available in Drop 1.
1

Verified
109
DADS2510
Complete
The ECS shall copy data to the class of approved physical media specified in the corresponding product order.

Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



DADS2510



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
110
DADS2580
Complete
The ECS shall distribute data electronically.
Electronic "push" and "pull" distribution is supported.
Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1



DADS2580



Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



DADS2580



Feature
5.13
Show that a user can order any archived data to be delivered electronically via FTP
Available in Drop 1
1

Verified
111
DADS2675
Complete
The ECS shall maintain a log of all transmission problems and take internal corrective  action when network performance interrupts distribution efforts.
This is implemented in B0 by logging messages to the Event Log.
Feature
7.8
Show the ability to produce and browse MSS error logs
Available in Drop 5
5

Verified
112
DADS2770
Complete
Upon receipt and approval of a request, the ECS shall make stored data products available for delivery to the requester within 24 hours for data distributed on physical media.

Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
113
DADS2778
EOC Partial
The ECS shall be capable of receiving and archiving three days' worth of data (see Appendix C) in any given day.
One day's worth of data accounts for first time production requirements, the other two days' worth of data account for reprocessing requirements.  Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
114
DADS2900
EOC Partial
The ECS shall provide archival capacity for current volume requirements plus one year.  Volume requirements are specified in Appendix C.
Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
115
DADS2910
Complete
The ECS archival storage at each DAAC shall be field-expandable.

Analysis


AMASS COTS utilizing their space pool can add physical volumes; multiple archive servers are currently in use at selected DAACs and more can be added.


Post-5A
116
DADS2950
6A Future
The ECS archive media shall be capable of being manually mounted at each DAAC, in case of failure of the automated system.
Only at the sites with more than one instance of the Archive Hardware (more than one robotic installation.    A volume group will be exported from AMASS, manually removed and imported into a second instance of the Archive Hardware, where the media can be mounted and read.    AMASS capability exists currently, but ESDT capability to change the Hardware designation must be added.
Post-5A





Verified
117
DADS3000
Complete
The ECS , archive media shall support a bit error rate after correction of less than 1 in 10 to the 12th.

Vendor Statement


StorageTek maintains that the bit error rate is less than 1 in 10 to the 14th.


Verified
118
DADS3040
Complete
The ECS backup media shall be removable from the DAAC (e.g., for safe off-site storage).
This is supported by AMASS.  It allows DAAC operators to remove tape volumes (i.e., make them off-line) using its Off-line File System capability.   The actual removal to and retrieval from an off-site location, and off-site storage are DAAC operational responsibilities.
Analysis


This is an off-the-shelf capability of the AMASS software.  But no feature specifically includes this capability in its text.


Verified
119
DADS3055
Complete
At each ECS DAAC all backup media shall be capable of being mounted automatically where appropriate, with the provision for manual failover.
Backup media is always mounted as well as the primary copy.  When the primary access fails the backup is read.  If the backup is taken out of the archive manual failover is accomplished with the AMASS OLFS(Off Line File System) feature.  OLFS notifies the operations staff to insert a backup tape when access is required.
Feature
4.4
Show that the system can support archive backups and can access the backup copy when the primary copy is inaccessible
Available in Patch 4P.
4P

Verified
120
DADS3090
Complete
The ECS shall be capable of 200% expansion in data archive input/output throughput and archive capacity without architecture or design change.

Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
121
DADS3100
EOC Partial
The ECS shall be capable of  transmitting data over communications network in support of:  a. ECS data production requests at the data rate specified in Appendix C  b. External data production at the data rate specified in the SIPS ICD  c. Data distribution requests at a rate equivalent to one half of daily product archive volume (L0-L4)  d. Up to 80% of the Landsat daily distribution volume as specified in Appendix C
Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
122
DADS3105
5A 6A Future
The ECS shall be capable of ingesting and archiving data in support of external data production at the data rate specified in the SIPS ICD.
5A:  AM-1 Data Rates  6A:  PM-1 Data Rates
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
123
DADS3110
EOC Partial
The ECS shall be capable of distributing data via approved physical media at a rate equivalent to one half of the daily product archive volume (L0-L4 data excluding Landsat 7)  at that DAAC and up to 20% of the Landsat daily distribution volume as specified in Appendix.
Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
124
DADS3135
Complete
The ECS shall have the capability to support the transaction rate and response times as specified in Table 7-1.

Ticket Criteria
RM12
1 With the exception of actual order fulfillment, the following workload must be accomplished within 4 hours c) 75 browse requests

4PX

