EOSD Level 3 Requirements With All Attributes Baseline (10/05/99)
Recon

Status
l3_id
release
l3_text
clarification
Recon method
ID
Name
Comments
Release

EMOS
EOSD0010
EMOS
ECS shall use and support the Space Network (SN), via the EDOS/EBnet   interface, to obtain the forward and return link data communications needed to achieve full end-to-end ECS functionality.
ONLY THE GSFC AND LARC DAACS WILL INTERFACE WITH EDOS






EMOS
EOSD0015
EMOS
ECS shall use and support the AGS, SGS, and the Wallops Orbital Tracking Station (WOTS), via the EDOS/EBnet interface, as backup of the SN, to obtain forward and return link data communications.
ONLY THE GSFC AND LARC DAACS WILL INTERFACE WITH EDOS






Verified
EOSD0020
Complete
The ECS shall use and support the  EDOS/EBnet interface to obtain the data capture, data archival, and data distribution services needed to achieve full end-to-end ECS functionality.

Feature
1.2
Show that the system can support transfer of DAR user profile data to ASTER GDS
Available in Patch 4P
4P






Feature
1.4
Show that the system can support the EDOS PDS interface protocol
Available in Drop 1
1






Feature
1.5
Show that the system can support the EDOS EDS interface protocol
Available in Drop 1
1






Feature
1.6
Show that the system can support the LPS interface protocol
Available in Drop 1.  Improved gateway error messages in Drop 3.  Improved gateway fault recovery in Patch 4P
4P






Feature
1.20
Show the system can support SCF interfaces
Remote Interactive Session in  Drop 3; Electronic DAP Handling in Drop 1;  QA Metadata Update via DAAC in Drop 1, via SCF in Drop 5; Failed PGE Handling in Drop 1; SCF Ancillary Data Drop 1; Data Access for QA in  Drop 3
3






Feature
2.1
Demonstrate ingest of AM-1 Level 0 data from EDOS.
AM-1 data types and ASTER expedited data type in Drop 3.  Other expedited data types in Patch 4P.  Metadata validation enhancements in  4.
4P






Feature
2.3
Show the system can ingest Landsat-7 L0R data
Available in Drop 1.  Metadata validation enhancements in Drop 4.
4






Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1






Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1






Feature
5.19
Show the system can distribute ASTER expedited data with a signal file
Available in Drop 3. EDN/EDR ICD changes in Patch 4P
4P

Verified
EOSD0025
Complete
The ECS shall use EBnet for flight operations data transfers.




EMOS Testing


Post-5A
EOSD0030
EOC
The ECS shall, during its lifetime, ingest, archive distribute and provide search and access for EOS, Landsat 7 (including IGS metadata and browse) and related non-EOS data and products.




N/A


Verified
EOSD0630
Complete
The ECS shall be capable of simultaneously supporting the Independent Verification and Validation (IV&V) activities and ECS development activities, both before and after flight operations begin.
For SDPS, Mode Management capabilities and multiple environments (mini-DAAC, VATC) are available to support IV&V.
Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1






Feature
7.14
Show the system supports automated installation into modes via ECS Assist
Available in Drop 2.  NO CAP.
2






Feature
2.22
Show that the system can ingest data distributed by ECS into a different mode
5A
5A

Verified
EOSD0740
Complete
The ECS shall provide a set of real or simulated functional capabilities for use in the following types of test:  a. Subsystem  b. ECS System (Integration of ECS subsystems)
Test tools are available to invoke ECS capabilities.
Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1

Verified
EOSD0750
Complete
The ECS shall provide a set of real or simulated functions which interfaces with both its ECS internal and external entities for use in the following types of test:  a. Subsystem  b. EOSDIS System (Integration of EOSDIS subsystems)
Test tools are available to invoke ECS interfaces.
Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1

Verified
EOSD0760
Complete
The ECS shall support end-to-end EOS system testing and fault isolation.
FULL AM-1 END-TO-END TESTING
Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1

Verified
EOSD0780
Complete
The ECS shall be capable of being monitored during testing.

Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1






Feature
7.10
Show the system can support scheduling and management of physical media devices used by ingest and data distribution
Available in Drop 1
1






Feature
7.11
Show the system can monitor and manage electronic distribution (DDIST GUI)
Basic capability available in Drop 1.  Upgrades in later drops (change priority, resume, cancel - 2920, 2930 - in Drop 2, UI improvements - 2940, 2941 - in Drop 5) are not launch critical.
1






Feature
7.12
Show that the operator can monitor and manage the DCE infrastructure
Admin scripts (4051) are in Drop 4.
4






Feature
7.15
Show the system can monitor system access for security violations
MSS monitoring syslog for Unix login failures.  IDG reporting DCE login failures to the MSS log.  Available in Drop 3.
3

Verified
EOSD1000
Complete
The ECS shall contribute a loop delay of not greater than 2.5 seconds of the total system delay of five (5) seconds for emergency real-time commands, not including the time needed for command execution.  The loop delay is measured from the originator to the spacecraft/instrument and back and only applies when a Tracking and Data Relay Satellite System (TDRSS) link is available for contact to the spacecraft.




EMOS Testing


Verified
EOSD1015
EOC Partial
Each ECS DAAC that receives instrument Level 0 data from EDOS shall provide the capability to ingest and archive the data at a rate that is equivalent to 1.2 times the DAAC's average Level 0 input rate.
Current: for the intermediate work load expected at launch  Future: for the full contractual work load ECS interprets "archive" in this requirement to mean the capture of L0 data from EDOS and insertion of L0 granules onto the Data Server.  The .2 of 1.2 provides capacity to recover from outages.



GSFC & LaRC ETE testing


Verified
EOSD1030
EOC Partial
The ECS shall have the capacity to accept a daily average of two (2) per cent of the daily data throughput as expedited data for use in mission functions of calibration and anomalies.
Satisfied when capacity for all future missions is provided.



GSFC & LaRC ETE testing


Verified
EOSD1050
EOC Partial
The ECS shall make available to the users ECS-generated Level 1 Standard Products within 24 hours after the availability to ECS of all necessary input data sets.
Satisfied when capacity for all future missions is provided.



GSFC, EDC & LaRC ETE testing


Verified
EOSD1060
6B Partial
The ECS shall make available to the users ECS-generated Level 2 Standard Products within 24 hours after the availability to ECS of all necessary Level 1 and other input data sets.
Current: Limited to products that can be produced with at-launch production rules and hardware phasing  Future: All ECS-generated products



GSFC, EDC & LaRC ETE testing


Verified
EOSD1070
6B Partial
The ECS shall make available to the users ECS-generated Level 3 Standard Products within 24 hours after the availability to ECS of all necessary Level 2 and other input data sets , except as approved by ESDIS.
Current: Limited to products that can be produced with at-launch production rules and hardware phasing  Future: All ECS-generated products



N/A


Verified
EOSD1080
6B Partial
The ECS shall make available to the users ECS-generated Level 4 Standard Products within one week after the availability to ECS of all necessary Level 3 and other input data sets.
Current: Limited to products that can be produced with at-launch production rules and hardware phasing  Future: All ECS-generated products



N/A


Verified
EOSD1082
5A Future
The ECS shall make available to the users externally generated products within 24 hours after receipt of those products from the external data providers.




GSFC & NSIDC ETE testing


Verified
EOSD1085
Complete
ECS shall be capable of ingesting and archiving Landsat 7 Level OR data produced by LPS over 12 hours, (see Appendix C ) within 8 hours from the time of receipt of the data availability notice from LPS.




EDC ETE testing


Verified
EOSD1140
Complete
ECS shall have the capability to allocate 10% of development resources, including processing, storage, and networks, for the IV&V activity.
Mode management allows any DAAC to allocate its resources as it desires.
Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1

Verified
EOSD1480
Complete
ECS shall receive from the resident EOS Project Scientist the IWGs Long Term Science Plan (LTSP) and updates as required.
OA Tools support this.
Analysis


This could be posted on EDHS.
1

EMOS
EOSD1490
EMOS
ECS elements shall interface with the resident EOS Project Scientist for resolution of conflicts between observations of equal priority.
The purpose of this requirement is to identify the Project Scientist as the authority for resolving these conflicts.  The direction for resolution of conflicts would be communicated via email or telephone.  Resolution of conflicts will be implemented using the standard FOS planning and scheduling tools.






EMOS
EOSD1500
EMOS
ECS shall interface with the EOS spacecraft and with the EOS instruments in order to perform mission operations, including planning, scheduling, commanding, and monitoring functions.







Verified
EOSD1502
Complete
The ECS shall use EBnet for data communications for the following types of data:  a. Production data sets (Level 0 data)  b. Expedited data sets  c. Real-time data (for health and safety)  d. Command data  e. Data requested from back-up archive  f. TDRSS schedule requests  g. Data exchange with the FDS  h. Production Data Transfers between DAACs  i. Management Data exchange with SMC  j. Data Products Exchange with Landsat, NOAA and ASTER GDS

Feature
1.1
Show that the system can support ASTER DAR submission, query, and status interfaces to ASTER GDS
DAR Submit Tool available in Drop 4.  DAR Comm Gateway available in Drop 4.  Improved DAR Comm Gateway fault recovery in Patch 4P. Query status via JEST in Drop 5 (not Launch Critical)
4P






Feature
1.2
Show that the system can support transfer of DAR user profile data to ASTER GDS
Available in Patch 4P
4P






Feature
1.3
Show support of 2-way e-mail communication with ASTER GDS
Basic capability in Drop 3, Fault recovery in Drop 4, EDN/EDR ICD updates in Patch 4P, Order Tracking in  Drop 5
4P






Feature
1.4
Show that the system can support the EDOS PDS interface protocol
Available in Drop 1
1






Feature
1.5
Show that the system can support the EDOS EDS interface protocol
Available in Drop 1
1






Feature
1.6
Show that the system can support the LPS interface protocol
Available in Drop 1.  Improved gateway error messages in Drop 3.  Improved gateway fault recovery in Patch 4P
4P






Feature
1.11
Show the system can support the FDD interface for Attitude data
Available in Patch 4P
4P






Feature
1.12
Show the system can support the FDD interface for Orbit Data
Available in Drop 5
5






Feature
1.16
Show the system can support the NOAA interface for ancillary data (CEMSCS)
Available in Patch 4P
4P1






Feature
2.1
Demonstrate ingest of AM-1 Level 0 data from EDOS.
AM-1 data types and ASTER expedited data type in Drop 3.  Other expedited data types in Patch 4P.  Metadata validation enhancements in  4.
4P






Feature
2.3
Show the system can ingest Landsat-7 L0R data
Available in Drop 1.  Metadata validation enhancements in Drop 4.
4






Feature
2.5
Show the system can ingest NOAA data
Available in Patch 4P1
4P1






Feature
2.7
Show the system can ingest FDD Orbit/Attitude data
Attitude is Patch 4P. Orbit is Drop 5
4P






Feature
3.45
Show the capability for cross-DAAC data transfer in support of data production
Available in Drop 5
5A






Feature
5.19
Show the system can distribute ASTER expedited data with a signal file
Available in Drop 3. EDN/EDR ICD changes in Patch 4P
4P

EMOS
EOSD1510
EMOS
ECS elements shall provide the FDF with subsets of spacecraft housekeeping data related to the on-board attitude and orbit systems.







EMOS
EOSD1520
EMOS
ECS elements shall receive TDRSS schedules from the Network Control Center (NCC).







EMOS
EOSD1530
EMOS
ECS elements shall submit TDRSS schedule requests to the NCC.







Verified
EOSD1600
5B Partial
The ECS shall exchange  status data with EDOS.
PDRD and PANs are exchanged with EDOS EDOS/EOC STATUS (AS APPLICABLE). .  Current:  Support to AM-1 Mission  5B:  Capability to be added to support PM-1 Mission
Feature
1.4
Show that the system can support the EDOS PDS interface protocol
Available in Drop 1
1






Feature
1.5
Show that the system can support the EDOS EDS interface protocol
Available in Drop 1
1






Feature
1.22
Show that the system can ingest data following EOSDIS data standards using polling with delivery record
Available in Drop 5.
5A

Verified
EOSD1605
5B Partial
The ECS shall receive from EDOS telemetry data, including housekeeping,   engineering, ancillary, and science data from EOS instruments and spacecraft.
Current:  Support to AM-1 Mission  5B:  Capability to be added to support PM-1 Mission
Feature
1.4
Show that the system can support the EDOS PDS interface protocol
Available in Drop 1
1






Feature
1.5
Show that the system can support the EDOS EDS interface protocol
Available in Drop 1
1






Feature
2.1
Demonstrate ingest of AM-1 Level 0 data from EDOS.
AM-1 data types and ASTER expedited data type in Drop 3.  Other expedited data types in Patch 4P.  Metadata validation enhancements in  4.
4P

EMOS
EOSD1680
EMOS
ECS elements shall receive simulated spacecraft and instrument telemetry from the EOS spacecraft simulators and shall receive flight software loads from the Software Development and Validation Facility (SDVF)







EMOS
EOSD1690
EMOS
ECS elements shall provide commands to the EOS spacecraft simulators.







Verified
EOSD1703
5B Partial
The ECS shall provide maintenance and operations interfaces to the DAACs to support the functions of:  a. System Management  b. Science Algorithm Integration  c. Product Generation  d. Data Archive/Distribution  e. User Support Services  f. System Maintenance
Users Support Services (e) are available through non-ECS personnel at the DAACs.    Ingest Cancel/Resume capability to be added in 5B.
Feature
3.33
Show the system can create, edit, activate, and save production plans
Available in Drop 1.  Enhancements to save candidate plans in Drop 3.
1






Feature
3.34
Show the system can support ASTER on-demand processing
PDPS support in Drop 4.  JEST support in Drop 5.
4






Feature
3.35
Show the system can support ad-hoc reprocessing
Manual support using scripts in Drop 2.  Automated support in Patch 4P
4P






Feature
3.36
Show the system can support replanning and plan reactivation
Available in Drop 3
3






Feature
3.37
Show the system can display and manage production resources
Available in Drop 1.  Disk space garbage collection in Patch 4P
4P






Feature
5.6
Show that an operator can define and modify the user profile information
Available in Drop 1.  DAR information update in Drop 3.
3






Feature
5.24
Show that an operator can submit subscriptions and standing orders on behalf of a user
Available in Drop 2
2






Feature
5.28
Demonstrate that operations staff can obtain order status from the system
Basic capability through DDIST GUI in Drop 1.  Request level order tracking through MSS in Drop 5.
1






Feature
6.1
Show the system can interactively add algorithm packages
Available in Drop 1
1






Feature
6.2
Show the system can support updates to algorithm packages
Available in Drop 1
1






Feature
6.3
Show that during SSI&T the system can support registration of PGEs
Available in Drop 1
1






Feature
6.4
Show that during SSI&T the system can support the archival of PGE.exe TAR files
Available in Drop 1
1






Feature
6.5
Show that during SSI&T the system  can demonstrate the SSAP GUI
Available in Drop 1
1






Feature
6.6
Show that during SSI&T the system can update PDPS/SSI&T database GUI
Available in Drop 1
1






Feature
6.7
Show that the system provides the following SSI&T Tools:  prohibited function checker; PCF checker; binary file differences; HDF comparison tool; profiling
Available in Drop 1
1






Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1






Feature
6.10
Show that the system supports remote access to DAACs for SSIT
Available in Drop 3
3






Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
Available in Patch 4P.  Application performance monitoring available in Drop 5.  3900, 3911, 3912, 3920 are not launch critical.  Database server administration (3480) in Drop 5
4P






Feature
7.5
Show the system can support baseline and inventory management
Available in Patch 4P.  Software baseline management (3540) & baseline consolidation (3800, Drop 5) are not launch critical.
4P






Feature
7.6
Show an operator tool to support system startup and shutdown, including the start-up and shut-down of applications that run on multiple platforms
Available in Patch 4P.  Database server administration (3480) in Drop 5.  Cross machine startup/shutdown in Drop 5.  3900-3913 are not launch critical.
4P






Feature
7.10
Show the system can support scheduling and management of physical media devices used by ingest and data distribution
Available in Drop 1
1






Feature
7.11
Show the system can monitor and manage electronic distribution (DDIST GUI)
Basic capability available in Drop 1.  Upgrades in later drops (change priority, resume, cancel - 2920, 2930 - in Drop 2, UI improvements - 2940, 2941 - in Drop 5) are not launch critical.
1






Feature
7.13
Show that the system supports managing user accounts
Upgrades for DAR users are the subject of 5.6
1






Feature
7.14
Show the system supports automated installation into modes via ECS Assist
Available in Drop 2.  NO CAP.
2

Verified
EOSD1750
Complete
The ECS shall receive data including the following types of supporting information from the ECS science community (TLs, TMs, PIs, and Co-Is):  a. Science Software  b. Software fixes  c. Instrument calibration data  d. Data transfer requests (inventories, directories, and browse)  g. Data Quality/Instrument assessment  h. Instrument operations information  i. Ancillary data

Feature
1.20
Show the system can support SCF interfaces
Remote Interactive Session in  Drop 3; Electronic DAP Handling in Drop 1;  QA Metadata Update via DAAC in Drop 1, via SCF in Drop 5; Failed PGE Handling in Drop 1; SCF Ancillary Data Drop 1; Data Access for QA in  Drop 3
3






Feature
5.1
Demonstrate that an SCF can acquire and view production results to perform QA
Available in Drop 1 through B0SOT.  JEST available in Drop 5.
1






Feature
5.2
Show that an SCF can acquire and view production history data
Available in Drop 5
5A






Feature
5.3
Demonstrate that a DAAC operator can update QA metadata on behalf of the SCF
Available in Drop 1 using DAAC QA tool.
1






Feature
6.1
Show the system can interactively add algorithm packages
Available in Drop 1
1






Feature
6.2
Show the system can support updates to algorithm packages
Available in Drop 1
1

Verified
EOSD1760
Complete
The ECS shall send the following types of data to the ECS science community (TLs, TMs, PIs, and Co-Is):  a. Software Problem Reports  b. Metadata c. Browse data  d. Archived data  e. Accounting information

Feature
1.20
Show the system can support SCF interfaces
Remote Interactive Session in  Drop 3; Electronic DAP Handling in Drop 1;  QA Metadata Update via DAAC in Drop 1, via SCF in Drop 5; Failed PGE Handling in Drop 1; SCF Ancillary Data Drop 1; Data Access for QA in  Drop 3
3






Feature
3.30
Show that the system can handle failed PGE executions
Available in Drop 1
1






Feature
5.1
Demonstrate that an SCF can acquire and view production results to perform QA
Available in Drop 1 through B0SOT.  JEST available in Drop 5.
1






Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1






Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1






Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1






Feature
5.26
Show the system can support single and multi-site data orders, including order tracking
Available through B0SOT in Drop 1.  Single site orders through JEST in Drop 5 (no order tracking function in JEST).  Request level order tracking in Drop 5. L7 orders with BA work around in Patch L7.
L7






Feature
5.31
Show the system can handle many requests for many products concurrently
Available in Drop 3
3






Feature
5.41
V0 Gateway enhancements to support basic core metadata and product-specific attributes
none
4PPS

Verified
EOSD1990
Complete
The ECS system shall employ security measures and techniques for all applicable security disciplines which are identified in the preceding documents.  These documents shall provide the basis for the ECS security policy.
Where the preceding documents are identified in the F&PRS text.  FOS and SDPS: Security measures and technical security planning policy activity are documented in ESDIS Security Policy And Guide Lines Document number 505-10-23.
Feature
5.30
Show that the system can control access to data and services based on user and group IDs
Available in Drop 5 for the acquire service on data collections only.
5






Feature
7.13
Show that the system supports managing user accounts
Upgrades for DAR users are the subject of 5.6
1






Feature
7.15
Show the system can monitor system access for security violations
MSS monitoring syslog for Unix login failures.  IDG reporting DCE login failures to the MSS log.  Available in Drop 3.
3

Verified
EOSD2100
Complete
The ECS technical security policy planning shall be comprehensive and shall cover the following areas:  a. ECS communications, network access, control, and monitoring  b. Data protection controls  c. Account/privilege management and user session tailoring  d. Restart/recovery  e. Security audit trail generation  f. Security analysis and reporting  g. Risk analysis
Compliance demonstrated in DID 214/SE1, 215/SE3 and 514/PA2.  NASA Automated Information Security Handbook, NHB 2410.9 is applied. Also reference subparagraph k, NHB 2410.9, "Risk Analysis" is documented in 215/SE3 and 514/PA2. Additional programmatic security risk items are documented in CDRL 210/SE3.   FOS: Security measures and technical security planning policy activity are documented in EOSDIS Security Policy And Guide Lines  Document number 505-10-23.   FOS complies with this document.  Subparagraphs e.,j. viral sweep and security analysis/ reporting functions are performed as per Maintenance and Operations procedures. i. Security audit trail procedures are not  implemented in FOS systems.  Protection from external breach is provided the router filtering implemented in the system.
Feature
5.30
Show that the system can control access to data and services based on user and group IDs
Available in Drop 5 for the acquire service on data collections only.
5






Feature
7.13
Show that the system supports managing user accounts
Upgrades for DAR users are the subject of 5.6
1






Feature
7.15
Show the system can monitor system access for security violations
MSS monitoring syslog for Unix login failures.  IDG reporting DCE login failures to the MSS log.  Available in Drop 3.
3

Post-5A
EOSD2400
5B Future
The ECS shall provide multiple categories of data protection based on the sensitivity levels of ECS data, as defined in NHB 2410.9.
Multiple levels provided as part of the Granule Level Access control  This refers to granule level access control based on granule quality metadata.



N/A


Verified
EOSD2430
Complete
ECS data base access and manipulation shall accommodate control of user access and update of security controlled data.
FOS: On FOS systems all data base access requires user logins and password to gain access.  Limited to the capabilities provided by COTS DBMS product.
Feature
5.30
Show that the system can control access to data and services based on user and group IDs
Available in Drop 5 for the acquire service on data collections only.
5






Feature
7.13
Show that the system supports managing user accounts
Upgrades for DAR users are the subject of 5.6
1






Feature
7.15
Show the system can monitor system access for security violations
MSS monitoring syslog for Unix login failures.  IDG reporting DCE login failures to the MSS log.  Available in Drop 3.
3

Verified
EOSD2440
Complete
ECS data base integrity including prevention of data loss and corruption shall be maintained.
FOS: Data base integrity is assured by RAID level-5: striping with interleaved parity, access limitations and, backup/restore procedures.  SDPS: Data base integrity assured by RAID level 0 + 1 (mirrored and striped) access limitations, backup/restore procedures.
Feature
4.4
Show that the system can support archive backups and can access the backup copy when the primary copy is inaccessible
Available in Patch 4P.
4P






Feature
7.2
Show the system can support data backup and restore (for non-archive data)
File system backup available in Patch 4P1.  Archive back-up is a separate feature (see 4.1.4).  Database back-up: NO-CAP
4P1

Verified
EOSD2480
Complete
ECS elements shall require unique sessions when security controlled data are being manipulated.
FOS: The UNIX environment provides for unique UNIX login sessions.  SDPS: DCE and secure shell provide strong authentication which provides for unique sessions.
Feature
5.30
Show that the system can control access to data and services based on user and group IDs
Available in Drop 5 for the acquire service on data collections only.
5






Feature
7.13
Show that the system supports managing user accounts
Upgrades for DAR users are the subject of 5.6
1

Verified
EOSD2510
5B Partial
ECS shall maintain an audit trail of:  a. All accesses to security controlled data  b. Users/processes  requesting access to security controlled data  c. Data access/manipulation operations performed on security controlled data  d. Date and time of access to security controlled data  e. Unsuccessful access attempt to security controlled data by unauthorized users/processes
All interactive and file transfer sessions are logged, whether successful or unsuccessful.  Curent: a,b,c,d  Future: e      Security controlled data defined as data granules.    Access means data order.
Feature
7.7
Show the ability to generate management reports
Available in Drop 5.  Suport for performance reports is POST LAUNCH.  Support for MSS Metrics by applications: NO CAP.  MSS pulls and logs perf. metrics: NO CAP.
5






Feature
7.8
Show the ability to produce and browse MSS error logs
Available in Drop 5
5

Verified
EOSD2550
Complete
The ECS shall limit use of master passwords or use of a single password for large organizations requiring access to a mix of security controlled and non-sensitive data.
ECS design uses different passwords for different components and users.
Feature
5.30
Show that the system can control access to data and services based on user and group IDs
Available in Drop 5 for the acquire service on data collections only.
5

Verified
EOSD2555
Complete
The ECS shall maintain confidentiality of user product request and accounts.
Account information is kept in the restricted access user profile database.
Feature
5.6
Show that an operator can define and modify the user profile information
Available in Drop 1.  DAR information update in Drop 3.
3

Verified
EOSD2620
Complete
ECS shall disconnect an operator  after a predetermined number of unsuccessful attempts to access data.
Unix administered number of logon attempts.  ECS will log all failed authorization attempts.  These can be reviewed by the site security administrator.
Feature
5.29
Show the system has the capability to enable / disable guest user logins and configure the number of concurrent registered users
JEST support available in Drop 5.  V0 Gateway support is Post Launch.
5






Feature
5.30
Show that the system can control access to data and services based on user and group IDs
Available in Drop 5 for the acquire service on data collections only.
5






Feature
8.24
Show user can logon to the Desktop
Available in Drop 1.
1

Verified
EOSD2650
Complete
The ECS shall report detected security violations to the SMC.
Implemented via trouble tickets.
Feature
7.3
Show the system can support trouble ticketing
Available in Drop 1.  Trouble ticket consolidation (3790) at SMC in Drop 5.  TT-Exchange w. ASTER:NO-CAP
1






Feature
7.15
Show the system can monitor system access for security violations
MSS monitoring syslog for Unix login failures.  IDG reporting DCE login failures to the MSS log.  Available in Drop 3.
3

Verified
EOSD2660
Complete
The ECS shall at all times maintain and comply with the security directives issued by the SMC.

Feature
7.15
Show the system can monitor system access for security violations
MSS monitoring syslog for Unix login failures.  IDG reporting DCE login failures to the MSS log.  Available in Drop 3.
3

Verified
EOSD2710
Complete
ECS shall report all detected computer viruses and actions taken to the SMC.
Implemented via trouble tickets.
Feature
7.15
Show the system can monitor system access for security violations
MSS monitoring syslog for Unix login failures.  IDG reporting DCE login failures to the MSS log.  Available in Drop 3.
3

Verified
EOSD2990
Complete
The ECS shall support the recovery from a system failure due to a loss in the integrity of the ECS data or a catastrophic violation of the security system.
FOS: The FOS requirement is met through the use of flight operations team procedures.  No support beyond standard backup and restore capabilities.
Feature
4.4
Show that the system can support archive backups and can access the backup copy when the primary copy is inaccessible
Available in Patch 4P.
4P






Feature
7.2
Show the system can support data backup and restore (for non-archive data)
File system backup available in Patch 4P1.  Archive back-up is a separate feature (see 4.1.4).  Database back-up: NO-CAP
4P1

Verified
EOSD3000
Complete
The ECS  shall provide for security safeguards to cover unscheduled system shutdown (aborts) and subsequent restarts, as well as for scheduled system shutdown and operational startup.
Capabilities limited to those provided by Unix and DCE security.
Feature
5.17
Show the system can reformat L7 data for distribution
Available in Drop 3
3






Feature
7.6
Show an operator tool to support system startup and shutdown, including the start-up and shut-down of applications that run on multiple platforms
Available in Patch 4P.  Database server administration (3480) in Drop 5.  Cross machine startup/shutdown in Drop 5.  3900-3913 are not launch critical.
4P






Feature
7.12
Show that the operator can monitor and manage the DCE infrastructure
Admin scripts (4051) are in Drop 4.
4






Feature
7.12
Show that the operator can monitor and manage the DCE infrastructure
Admin scripts (4051) are in Drop 4.
4






Feature
7.17
Show that the system can support warm restart
Available in Patch 4P.  Science Data Server warm restart available in Drop 5.  Feature 7.17 is prerequisite.
4P






Feature
7.18
Show that the system can recover queued and in progress orders after failures in DDIST, SDSRV, and STMGT
Available in Patch 4P.
4P






Feature
7.19
Show that the system can recover queued and in progress subscription notifications and actions after failures in SBSRV and SDSRV
Available in Patch 4P.
4P

Verified
EOSD3200
Complete
A minimum of one backup which is maintained in a separate physical location (i.e., different building) shall be maintained for ECS software and key data items (including security audit trails and logs).
FOS: A FOS offsite backup is maintained.  FOS will not generate security audit trails or logs.  Protection from external breach is provided by the physical security safeguards implemented in the system.
Feature
4.4
Show that the system can support archive backups and can access the backup copy when the primary copy is inaccessible
Available in Patch 4P.
4P






Feature
7.2
Show the system can support data backup and restore (for non-archive data)
File system backup available in Patch 4P1.  Archive back-up is a separate feature (see 4.1.4).  Database back-up: NO-CAP
4P1

Verified
EOSD3220
Complete
All media shall be handled  and stored in protected areas with  environmental and accounting procedures applied.
FOS: Security measures and technical security planning policy activity are documented in EOSDIS Security Policy And Guide Lines Document number 505-10-23.  FOS complies with this document.
Procedural





Verified
EOSD3492
Complete
The ECS RMA data shall be maintained in a repository accessible for logistics analysis and other purposes.

Inspection


The M&O Logistics Group maintains the ECS RMA Data Library as a spreadsheet.


Reco

Change
EOSD3630

EOC
The ECS maximum down time shall not exceed twice the required MDT in 99 percent of failure occurrences.
An inspection of the operational RMA data collected from all sites will be used in the requirement verification.



Expect to verify this with operational data, so recommend reallocation of L3 to EOC.


Verified
EOSD3700
EOC Partial
The ECS functions shall have an operational availability of 0.96 at a minimum (.998 design goal) and an MDT of four (4) hours or less (1.5 hour design goal), unless otherwise specified.
Applies to HW CIs only.  Refer to DID 515-CD-002-002 for compliance methodology.  This requirement covers equipment including:  a. "Non-critical" equipment configured with the critical equipment supporting the functional capabilities in the requirements.  B.  Equipment providing other functionality not explicitly stated in the RMA requirements. System acceptance shall be based only on specified requirements and not design goals.  Reference F&PRS (423-41-02) paragraph 1.5. Satisfied when capacity for all future missions is provided.



N/A


EMOS
EOSD3710
EMOS
The ECS shall have no single point of failure for functions associated with real-time operations of the spacecraft and instruments.







Verified
EOSD3750
5B 6B Partial
The ECS shall be able to recover from 95% of system failures without losing queued requests.
Disk failures and other hardware failures may result in queued requests being lost.    6B:  95% threshold for recovery from system failures.



N/A


EMOS
EOSD3800
EMOS
The FOS shall have an operational availability of 0.9998 at a minimum (.99997 design goal) and an MDT of one (1) minute or less (0.5 minute design goal) for critical real-time functions that support:  a. Launch  b. Early orbit checkout  c. Disposal  d. Orbit adjustment  e. Anomaly investigation  f. Recovery from safe mode  g. Routine real-time commanding and associated monitoring for spacecraft and instrument health and safety







EMOS
EOSD3810
EMOS
The FOS shall have an operational availability of 0.99925 at a minimum (.99997 design goal) and an MDT of five (5) minutes or less (0.5 minute design goal) for non-critical real-time functions.







EMOS
EOSD3820
EMOS
The FOS shall have an operational availability of 0.992 at a minimum (.99997 design goal) and an MDT of one (1) hour or less (0.5 minute design goal) for functions associated with Targets Of Opportunity (TOOs).







Verified
EOSD4010
Complete
Each ECS computer providing product generation shall have an operational availability of 0.95 at a minimum (.9995 design goal).
System acceptance shall be based only on specified requirements and not design goals. Reference F&PRS (423-41-02) paragraph 1.5.
Analysis


The formal Availability analysis is documented in CDRL 515-CD-002-002, Release-B Availability Models/Predictions


Verified
EOSD4020
Complete
At each ECS DAAC site, the product generation functional capabilities shall be spread across multiple product generation computers thereby providing a "failsoft"   environment.

Analysis


Hardware procurred to satisfy processing capacity requirements is based on multi-CPU and multi-platform purchases.


Verified
EOSD4035
Complete
The ECS network shall have no single point of failure for functions associated with site-specific network databases and configuration data.

Analysis


The network design, as documented in CDRL 305, contains no hardware items as a single point of failure.

Power Hub failover is also being replaced by Catalyst Switch.


Verified
EOSD4036
Complete
The ECS operational availability of individual network segments shall be consistent with the specified operational availability of the supported ECS functions.

Analysis


The formal Availability analysis is documented in CDRL 515-CD-002-002, Release-B Availability Models/Predictions


Verified
EOSD4100
Complete
The ECS network segments and components shall include the on-line (operational mode) and off-line (test mode) fault detection and isolation capabilities required to achieve the specified operational availability requirements.
Limited to capabilities provided by HPOV, unix utilities and network analyzer.
Analysis


HPOV, unix utilities and network analyzer (Sniffer Pro) are available.


Post-5A
EOSD5010
6A Future
The ECS shall provide a machine-to-machine gateway for data retrieval by external sources at rates as specified in the SIPS ICD.




N/A


Verified
EOSD5030
Complete
The ECS shall enable the addition of information search and retrieval services, e.g. WAIS, WWW.
ECS will provide WWW interface advertising service.  ECS shall provide an interface to search and retrieval services through an HTML I/F.
Feature
1.19
Show the system can support V0 interoperability (V0 to ECS)
One way interoperability available in Drop 1.0. Gateway  robustness etc.  In Patch 4P. Integrated Browse in Drop 5.0
4P






Feature
5.41
V0 Gateway enhancements to support basic core metadata and product-specific attributes
none
4PPS

Verified
EOSD5200
Complete
The ECS shall enable the addition of the following as required for discipline specific user support:  unique fields to metadata and  products for browse.  These activities shall not require software changes to ECS.
   Cannot support multiple browse data types.
Feature
2.16
Show the system can add new data types to be ingested
Basic capability in Drop 1; Operator GUI in Drop 5
5






Feature
5.35
Show the system can support data type installations, including advertising and data dictionary export
Available in Drop 3.  Automated update of V0 valids in Patch 4P1.  GCMD export is Post Launch.
4P1

Verified
EOSD5230
Complete
The ECS shall enable the addition of new data types similar to previous types with minimal changes to the software of the core system.

Feature
2.16
Show the system can add new data types to be ingested
Basic capability in Drop 1; Operator GUI in Drop 5
5






Feature
5.35
Show the system can support data type installations, including advertising and data dictionary export
Available in Drop 3.  Automated update of V0 valids in Patch 4P1.  GCMD export is Post Launch.
4P1

Verified
EOSD5240
Complete
The ECS shall enable addition of new data types significantly different from previous types with minimal changes to the core architecture.

Feature
2.16
Show the system can add new data types to be ingested
Basic capability in Drop 1; Operator GUI in Drop 5
5






Feature
5.35
Show the system can support data type installations, including advertising and data dictionary export
Available in Drop 3.  Automated update of V0 valids in Patch 4P1.  GCMD export is Post Launch.
4P1

Verified
EOSD5250
5A 5B  Partial
The ECS shall enable access to configuration controlled applications programming interfaces (APIs) that permit development of DAAC-unique value added services and products.  The interfaces include:  a. V0-ECS Gatewayb. SIPS/LaTIS Gatewayc. Search and Order Gateway
Current: V0-ECS  Future: SIPS (5A); Search and Order Gateway (5B)
Feature
1.19
Show the system can support V0 interoperability (V0 to ECS)
One way interoperability available in Drop 1.0. Gateway  robustness etc.  In Patch 4P. Integrated Browse in Drop 5.0
4P






Feature
5.41
V0 Gateway enhancements to support basic core metadata and product-specific attributes
none
4PPS






Feature
2.17
Show the system can ingest data via the SIPS interface
5A
5A

EMOS
EOSD5400
EMOS
ECS shall enable the existence of additional ICCs.







EMOS
EOSD5410
EMOS
ECS shall enable the existence of additional ISTs if desired by the PI/TL to accommodate Co-Investigators and Team Members, who may be at geographically separate locations.







