PGS Level 3 Requirements With All Attributes Baseline (10/05/99)
Recon

Status
l3 key
l3_id
release
l3_text
clarification
Recon method
ID/Ticket
Name/Criteria
Comments
Release

Verified
326
PGS-0140
Complete
The ECS shall provide tools to help the DAAC staff create and modify  data production plans and schedules.
Plans are predictions generated by PLS and scheules are the queues maintained by DPS.
Feature
3.33
Show the system can create, edit, activate, and save production plans
Available in Drop 1.  Enhancements to save candidate plans in Drop 3.
1



PGS-0140



Feature
3.36
Show the system can support replanning and plan reactivation
Available in Drop 3
3

Verified
327
PGS-0175
Complete
The ECS shall provide the capability for the DAAC operations staff to submit a data processing request.

Feature
3.34
Show the system can support ASTER on-demand processing
PDPS support in Drop 4.  JEST support in Drop 5.
4



PGS-0175



Feature
3.35
Show the system can support ad-hoc reprocessing
Manual support using scripts in Drop 2.  Automated support in Patch 4P
4P

Verified
328
PGS-0200
5B 6A 6B Partial
The ECS shall execute Science Software in accordance with the Production Rules specified by the responsible instrument team
Most of the production rules listed below have been identified to support execution of specific PGEs.  Some Instrument Teams  have not yet identified all of the production rules that will be required to execute their PGEs.  As these Production Rules and those for CHEM-1, and  PM-1 are identified, they will be added to this list and evaluated against the Production Rule budget in Option A+ for additional cost consideration.  All supported Production Rules will be identified in indvidual L4 requirtements.  Current: a-s (a, b, c, d, e, f, g, h, I, j, k, l, m, n, o, p, q, r, s)  Future: t-aa (t, u, v, w, x, y, z, aa)  Where the currently identified Production Rules are:  a.   Basic temporal  b.   Advanced temporal  c.   Boundary offset  d.   Orbit-based activation  f.   Alternate ancillary inputs  i.   Spatial query  l.   Metadata-based query for input granules  n.   Minimum number of granules  p.  Runtime parameters  q.   Runtime parameter flag  r.   Accessing 1-233 path number  t.   Optional DPRs  u.   Most recent granule  z.   Spatial pad (5B)  aa.   Closest granule (5B)
Feature
3.6
Show the system supports using products with single date/time temporal coverage as input to processing
Available in Drop 3
3



PGS-0200



Feature
3.9
Demonstrate that the system can support the Advanced Temporal production rule
Available in Drop 1.
1



PGS-0200



Feature
3.10
Demonstrate that the system can support the Metadata-based Activation production rule
Available in Drop 1.
1



PGS-0200



Feature
3.11
Demonstrate that the system can support the Orbit-based Activation production rule
Available in Drop 1.
1



PGS-0200



Feature
3.12
Demonstrate that the system can support the Alternate Inputs (including timers and use of ancillary data) production rule
Available in Drop 1.
1



PGS-0200



Feature
3.13
Demonstrate that the system can support the boundary and period specifications production rule
Available in Drop 1.
1



PGS-0200



Feature
3.14
Demonstrate that the system can support the spatial query production rule
Available in Drop 3.
3



PGS-0200



Feature
3.15
Demonstrate that the system can support the land tiling production rule
Available in Drop 4PX.
4PX



PGS-0200



Feature
3.16
Demonstrate that the system can support the data day production rule
Available in Drop 4PX.
4PX



PGS-0200



Feature
3.17
Demonstrate that the system can support the metadata-based query for static input granules production rule
Available in Drop 3
3



PGS-0200



Feature
3.18
Demonstrate that the system can support the metadata-based query for dynamic input granules production rule
Available in Patch 4P
4P



PGS-0200



Feature
3.19
Demonstrate that the system can support the minimum number of granules production rule
Available in Drop 4P
4P



PGS-0200



Feature
3.20
Demonstrate that the system can support the optional DPRs production rule
Available in Drop 5
5



PGS-0200



Feature
3.21
Demonstrate that the system can support the most recent granule production rule
Available in Drop 4PY
4PY



PGS-0200



Feature
3.22
Demonstrate that the system can support the runtime parameter flag production rule
Available in Drop 3.
3



PGS-0200



Feature
3.23
Demonstrate that the system can support alternates based on different minimum number of granules (MODIS 288 granules case)
Available in Drop 5
5



PGS-0200



Feature
3.25
Demonstrate that the system can support accessing 0 to 233 orbit number
Available in Drop 3
3



PGS-0200



Feature
3.26
Demonstrate that the system can support the smart start of year production rule
Available in Drop 5
5



PGS-0200



Feature
3.27
Demonstrate that the system can support use skip first production rule
Available in Drop 1
1



PGS-0200



Feature
3.28
Demonstrate that the system can support the tile clustering production rule
Available in Drop 5
5



PGS-0200



Feature
3.29
Demonstrate that the system can support the zonal tiling production rule
Available in Drop 5
5

Verified
329
PGS-0210
Complete
The ECS shall maintain Science Software processing data that contains:  The Science Software to be used  b. The input data sets required  c. Wall clock time  d. CPU time  e. Max Memory Used  f. Block input ops  g. Block output ops  h. Swaps  i. Page faults  j. Disk space used for PGE run
This requirement identifies the data collected or estimated during SSI&T for registration of a PGE.
Feature
6.1
Show the system can interactively add algorithm packages
Available in Drop 1
1







Feature
6.2
Show the system can support updates to algorithm packages
Available in Drop 1
1







Feature
6.3
Show that during SSI&T the system can support registration of PGEs
Available in Drop 1
1







Feature
6.4
Show that during SSI&T the system can support the archival of PGE.exe TAR files
Available in Drop 1
1







Feature
6.5
Show that during SSI&T the system  can demonstrate the SSAP GUI
Available in Drop 1
1







Feature
6.6
Show that during SSI&T the system can update PDPS/SSI&T database GUI
Available in Drop 1
1







Feature
6.8
Show that the system provides the ability to configuration manage the received software
Available in Drop 2
2

Verified
330
PGS-0250
Complete
The ECS shall execute product generation requests when all data inputs and processing resources required to generate a Standard Product are available.

Feature
3.1
Show that archived data can be used as input to PGE execution
Available in Drop 1.  Production history metadata enhancements in Drop 5.
1







Feature
3.2
Show that archived ancillary data can be used as input to PGE execution
Available in Drop 1.
1







Feature
3.3
Show the system can support interim products
Available in Drop 3
3







Feature
3.5
Show that the insertion of data into the archive can cause the automatic scheduling of PGE executions
Available in Drop 1.
1







Feature
3.7
Show that the output of one PGE can be used as the input of another PGE (PGE chaining)
Available in Drop 1
1

Verified
331
PGS-0270
Complete
The ECS shall provide the capability to perform the following functions as they relate to data processing:  a. Allocate tasks among processors  b. Cancel execution of tasks

Ticket Criteria
RH84
1. PDPS should be able to run all DPRs for 24 hours of processing in 16 hours if PGE execution times permit.
Item a
4PX



PGS-0270



Ticket Criteria
RH84
8. DPRs can be monitored for completion via GUI, and can be put on hold, released from hold, cancelled, priority modified.
Item b
4PX

Reco Change
332
PGS-0295

6A
The ECS shall notify the DAAC staff that a specific execution of a PGE will not begin according to the time indicated in the  original plan.

Ticket
RM_6A_01
Reprocessing









Ticket Criteria
RH84
8. DPRs can be monitored for completion via GUI, and can be put on hold, released from hold, cancelled, priority modified.

4PX

Verified
333
PGS-0300
Complete
The ECS shall have the capability for an operator to interactively review and update the current data processing schedule.

Feature
3.33
Show the system can create, edit, activate, and save production plans
Available in Drop 1.  Enhancements to save candidate plans in Drop 3.
1







Feature
3.36
Show the system can support replanning and plan reactivation
Available in Drop 3
3

Verified
334
PGS-0320
Complete
The ECS shall display data processing detected faults to the system operators.
 Faults = errors such as: data staging/destaging, PGE execution queue processing, etc.
Feature
3.30
Show that the system can handle failed PGE executions
Available in Drop 1
1



PGS-0320



Ticket Criteria
RH84
8. DPRs can be monitored for completion via GUI, and can be put on hold, released from hold, cancelled, priority modified.

4PX

Verified
335
PGS-0360
Complete
The ECS shall generate a processing log that accounts for all data processing activities.

Feature
3.37
Show the system can display and manage production resources
Available in Drop 1.  Disk space garbage collection in Patch 4P
4P







Feature
3.40
Show the system can generate and store production history
Available in Drop 1.  Production history metadata enhancements in Drop 5.
1







Ticket
RH84
PGE Execution
The plans generated to direct PGE execution also serve as a processing log.
4PX







Ticket Criteria
RH84
1. Failed PGE logs are saved for SCF analysis and other processing continues.

4PX

Post-5A
336
PGS-0380
Future
The ECS shall be capable of generating reports related to data processing  that contain the following information:  a. PGE Elapsed Time  b. Max Memory Use  c. Number of Block input Operations  d. Number of Block output Operations  e. Number of Page Faults  f. Number of Swaps  g. PGE CPU Time







Verified
337
PGS-0400
Complete
The ECS shall have the capability to monitor the status of all Science Software and input data testing and generate Science Software and input data test reports.

Ticket Criteria
RH86
_Note that these features represent the features associated with the SSI&T capabilities that are already in active use at this time and therefore require no further testing.

4PX



PGS-0400



Ticket Criteria
RH84
8. DPRs can be monitored for completion via GUI, and can be put on hold, released from hold, cancelled, priority modified.

4PX



PGS-0400



Ticket Criteria
RH84
3. Concurrent with processing, the SSIT mode is performing planning, processing, and ad hoc reprocessing.



Verified
338
PGS-0410
5B Partial
The ECS shall have the capability to track the processing status of all products scheduled to be generated.
Future: On-Demand Production Request tracking and Automatic Start Time checking
Feature
3.33
Show the system can create, edit, activate, and save production plans
Available in Drop 1.  Enhancements to save candidate plans in Drop 3.
1







Feature
3.37
Show the system can display and manage production resources
Available in Drop 1.  Disk space garbage collection in Patch 4P
4P









Isn’t each PGE tracked against the plan?



Verified
339
PGS-0420
Complete
The ECS shall provide tools to analyze system performance.
Limited to performance analysis provided by Tivoli, HPOV, and Unix.
Feature
7.1
Show the system can use HP OpenView and Tivoli to perform network monitoring, application monitoring, COTS monitoring and O/S Monitoring, including error detection with threshold checking
Available in Patch 4P.  Application performance monitoring available in Drop 5.  3900, 3911, 3912, 3920 are not launch critical.  Database server administration (3480) in Drop 5
4P

Verified
340
PGS-0455
Complete
The ECS shall have the capability to assess the quality of spacecraft orbit data contained in the ancillary data.  QA shall be in the form of limits checking.

Feature
3.31
Demonstrate support for converting AM-1 ancillary packets into orbit files
Available in Drop 1
1



PGS-0455



Feature
3.47
Demonstrate support for converting FDD ephemeris data into orbit files
5A
5A

Verified
341
PGS-0456
Complete
The ECS shall notify the FDS of orbit quality checks and request updated orbit data from the FDS when necessary.

Operational

This requirement is satisfied  operationally by a phone call to the FDS.



Verified
342
PGS-0457
Complete
The ECS shall use subroutines provided by the Flight Dynamics System to repair orbit data when necessary.

Feature
3.31
Demonstrate support for converting AM-1 ancillary packets into orbit files
Available in Drop 1
1







Feature
3.47
Demonstrate support for converting FDD ephemeris data into orbit files
5A
5A

Verified
343
PGS-0480
Complete
The ECS shall have the capability to perform all processing based on priority.
Current: priority by Production Request   Future: priority by Data Processing Request
Feature
3.33
Show the system can create, edit, activate, and save production plans
Available in Drop 1.  Enhancements to save candidate plans in Drop 3. Must accept priority production requests.  Activate multiple, successive plans.  PLS retains plans for 90 days past applicability.
1



PGS-0480



Feature
3.34
Show the system can support ASTER on-demand processing
PDPS support in Drop 4.  JEST support in Drop 5.
4

Verified
344
PGS-0490
Complete
The ECS shall have the capability to access and use, for the generation of Standard Products:  a. Digital terrain map databases  b. Land/sea databases  c. Digital political map databases
Provided by current capabilities of SDP Toolkit.
Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-0490



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
345
PGS-0500
6B Partial
The ECS shall have the capability to generate Level 1 through 4 Standard Products using validated Science Software and specified data inputs  provided by the scientists.
Current: Level 1 MODIS and MISR AM-1 processing; Level 2 MISR and ASTER processing  Future: Level 2 thru 4 processing for PM-1, CHEM-1, and ICESAT as specified in Appendix C; and ASTER Level 1 expedited
observation

Obviously the deployed ECS system has the capability to do this.



Verified
346
PGS-0510
Complete
The ECS shall have the capability to generate metadata (see Appendix C) according to the Science Software provided by the scientists and associate this metadata with the corresponding Standard Product generated.

Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
347
PGS-0512
Complete
The ECS shall generate unique granule IDs for all products generated.
URs are the system wide unique granule IDs.
Feature
4.2
Show that data resulting from production are catalogued and archived so that they can be located and retrieved for production and distribution
Available in Drop 1.  Metadata validation enhancements in Drop 4.  Cache management enhancement to support pull area garbage collection in Patch 4P.
4P

Verified
348
PGS-0520
6B Partial
The ECS shall have the capability to generate data products from any single data input or combination of data inputs as required by the Science Software provided by the scientists.

Feature
3.1
Show that archived data can be used as input to PGE execution
Available in Drop 1.  Production history metadata enhancements in Drop 5.
1



PGS-0520



Feature
3.2
Show that archived ancillary data can be used as input to PGE execution
Available in Drop 1.
1



PGS-0520



Feature
3.3
Show the system can support interim products
Available in Drop 3
3



PGS-0520



Feature
3.6
Show the system supports using products with single date/time temporal coverage as input to processing
Available in Drop 3
3



PGS-0520



Feature
3.7
Show that the output of one PGE can be used as the input of another PGE (PGE chaining)
Available in Drop 1
1

Verified
349
PGS-0540
6B Partial
The ECS shall have the capability to generate reprocessed  data products from any original or updated single data input or combination of data inputs as required by the original or updated Science Software provided by the scientists.
Current: Level 1 MODIS and MISR AM-1 processing; Level 2 MISR and ASTER processing  Future: Level 2 thru 4 processing for PM-1, CHEM-1, and ICESAT as specified in Appendix C; and ASTER Level 1 expedited
Feature
3.35
Show the system can support ad-hoc reprocessing
Manual support using scripts in Drop 2.  Automated support in Patch 4P
4P

Verified
350
PGS-0560
Complete
The ECS shall maintain copies of generated products on local processing resources to be used as inputs to other planned product generation in order to increase processing efficiency.

Feature
3.3
Show the system can support interim products
Available in Drop 3
3



PGS-0560



Feature
3.7
Show that the output of one PGE can be used as the input of another PGE (PGE chaining)
Available in Drop 1
1

Verified
351
PGS-0595
Complete
The ECS shall provide, to the ASTER science software, access to a relational database management system.

CCR
95-0219
“Provide Capability for ASTER Science Software to Access a Relational DBMS”
This CCR deployed a standalone version of Sybase to EDC for exclusive ASTER use.
10/31/1995

Verified
352
PGS-0596
5A Future
The ECS shall provide hardware for the production of ASTER Digital Elevation Model (DEM) products.  (Specific COTS software for DEM production is provided by the ASTER science team.)

Capacity


This is a requirement for hardware sizing rather than for functionality.


Verified
353
PGS-0598
5A Future
The ECS at the EDC shall provide the capability to generate an average of 4 scenes per day up to a maximum of 10 scenes per day of ASTER Level 1A and 1B expedited data.
This is a companion requirement to DADS0472.  1) Expedited data will require manual ingest at EDC until the LaTIS capability is complete  2) ECS assumes that the science software delivered from GDS is compliant with ECS science software standards and will require no modifications by ECS.  No additional ancillary data products are required and any static ancillary products are delivered by GDS along with the science software.
Capacity


This is primarily  a requirement for hardware sizing rather than for functionality. Deletion of expedited data is the responsibility of the EDC operator.




PGS-0598



Ticket Criteria
RH_5A_10
The planner uses the PRE to delete any previously existing successfully completed L1AE and L1BE DPRs.  Then, demonstrate that the ASTER Expedited Planning Script when run can correctly list the DPR start/stop times for each granule of Level 0 ASTER expedited data and AST_L1AE data inserted into the SDSRV since the last time that the ASTER Expedited Planning Script had been run.

5A



PGS-0598



Ticket Criteria
RH_5A_10
Using the DPR start/stop times produced above, the planner produces a set of PRs using the L1AE PGE, another set of PRs using the L1BE PGEs.  These PRs produce AST_L1AE data and AST_L1BE data respectively.  The planner then creates a plan which incorporates these PRs/DPRs and activates the plan. 

Demonstrate that the new expedited processing DPRs may be merged into a plan containing existing DPRs for DST and on-demand products.  Demonstrate that the DPRs for the L1AE PGE and L1BE PGE referred to above run correctly to completion producing the output files and metadata that is expected from the input data files used.

5A

Verified
354
PGS-0600
Complete
The ECS shall provide a Science Software test and validation environment that is fully compatible with but logically isolated from the operational production environment.

Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1

Verified
355
PGS-0602
5B Partial
The ECS shall have the capability to accept POSIX-compliant science software and compile Science Software source code written in any of the following ECS approved programming languages:  a. FORTRAN 77  b. FORTRAN 90  c. C  d. C++
Future: (5B) C++
Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-0602



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
356
PGS-0605
Complete
The ECS shall process pre-launch test data and provide test data product samples for user verification.
The science software I&T process defined for ECS will allow for testing & integration of science software provided by the instrument team (IT), using test data sets also provided by the IT.
Operational


ECS SSI&T allows this requirement to be satisfied operationally.


Verified
357
PGS-0610
Complete
The ECS shall accept from the SCFs new or modified calibration coefficients
Concepts for SSI&T and associated interfaces are described in "Software Developer's Guide to Preparation,  Delivery, Integration and Test with ECS" Document No. 205-CD-002-002. Calibration coefficients are accepted along with any other input data included in a DAP.
Feature
6.1
Show the system can interactively add algorithm packages
Available in Drop 1
1



PGS-0610



Feature
6.2
Show the system can support updates to algorithm packages
Available in Drop 1
1

Verified
358
PGS-0640
Complete
The ECS shall accept from the SCF new or modified Standard Product Science Software to be tested at the processing facility which  contains the following information:  a. Science Software identification  b. Science Software source code  c. List of required inputs  d. Processing dependencies  e. Test data and procedures  f. Science Software documentation
Science software may include these items and much more, or be only one of the items in an update package.  Concepts for SSI&T and associated interfaces are described in "Software Developer's Guide to Preparation, Delivery, Integration and Test with ECS" Document No.  205-CD-002-002.
Feature
6.1
Show the system can interactively add algorithm packages
Available in Drop 1
1



PGS-0640



Feature
6.2
Show the system can support updates to algorithm packages
Available in Drop 1
1

Verified
359
PGS-0650
Complete
The ECS shall have the capability to validate required operational Science Software characteristics, as specified in the SCF ICD, prior to scheduling Science Software test time.
Concepts for SSI&T and associated interfaces are described in "Software Developer's Guide to Preparation, Delivery, Integration and Test with ECS" Document No.  205-CD-002-002.
Feature
6.7
Show that the system provides the following SSI&T Tools:  prohibited function checker; PCF checker; binary file differences; HDF comparison tool; profiling
Available in Drop 1
1

Verified
360
PGS-0860
Complete
The ECS shall have the capability to schedule and coordinate Science Software  test time in the test environment with the appropriate SCF.

Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1



PGS-0860



Feature
6.10
Show that the system supports remote access to DAACs for SSIT
Available in Drop 3
3

Verified
361
PGS-0870
Complete
The ECS shall have the capability to schedule Science Software test resources that minimize the impact on the operational production environment.
Since mode management will be used to provide logical separation within the physical environment, some minimal level of interference may occur.  Only completely independent resources would ensure no interference.
Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1

Verified
362
PGS-0900
Complete
The ECS shall have the capability to send test products to the SCF for analysis, which contain the results of Science Software testing.
Concepts for SSI&T and associated interfaces are described in "Software Developer's Guide to Preparation, Delivery, Integration and Test with ECS" Document No.  205-CD-002-002.
Operational


Typically the DAAC uses ftp to provide test products to the SCF




PGS-0900



Feature
5.1
Demonstrate that an SCF can acquire and view production results to perform QA
Available in Drop 1 through B0SOT.  JEST available in Drop 5.
1



PGS-0900



Feature
5.2
Show that an SCF can acquire and view production history data
Available in Drop 5
5A



PGS-0900



Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1



PGS-0900



Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



PGS-0900



Feature
5.10
Show that the system can distribute data in response to subscription order via 8mm
Available in Drop 1.
1



PGS-0900



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
363
PGS-0910
Complete
The ECS shall have the capability to support analysis of Science Software test results.

Feature
6.7
Show that the system provides the following SSI&T Tools:  prohibited function checker; PCF checker; binary file differences; HDF comparison tool; profiling
Available in Drop 1
1

Verified
364
PGS-0915
Complete
The ECS shall support remote science software integration and test activities at the DAACs including:  a. Executing code checkers, compiling, linking, debugging code, file comparison and science software resource profiling from the SCF.  b. Interactive remote access to a job scheduling tool for defining and executing jobs.

Feature
6.10
Show that the system supports remote access to DAACs for SSIT
Available in Drop 3
3

Verified
365
PGS-0920
Complete
The ECS shall have the capability to validate, through testing, that SCF processing Science Software will properly:   a.  compile and link the source code   b.  execute in the operational environment based on indicated data and test results provided by the SCF and the investigator.

Feature
6.9
Show that the system provides the ability to execute software in a test mode
Available in Drop 1
1

Verified
366
PGS-0930
Complete
The ECS shall have the capability to transfer validated Science Software and static input data from the test environment to the operational environment to be used in the production of Standard Products.

Feature
6.8
Show that the system provides the ability to configuration manage the received software
Available in Drop 2
2

Verified
367
PGS-0940
Complete
The ECS shall provide storage for all candidate Science  Software executables and static data inputs.
The science processing systems, including storage used for ordinary science processing, will also be used for science software I&T.  These resources will be allocated from the science processor pool for this purpose.
Capacity


This apparently is intended to be the ClearCase and/or Processing disk space required, which is obviously satisfied.


Verified
368
PGS-0950
Complete
The ECS shall maintain configuration control of all Science Software and static data inputs used in operational Standard Product production.  Controlled information shall contain:  a. Source code including version number and author  b. Benchmark test procedures, test data, and results  c. Date and time of operational installation  d. Compiler identification and version  e. Final Science Software documentation

Feature
6.8
Show that the system provides the ability to configuration manage the received software
Available in Drop 2
2

Verified
369
PGS-0970
Complete
The ECS shall provide file access subroutines that enforce compliance with the adopted standard ECS formats.

Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-0970



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
370
PGS-0980
Complete
The ECS shall provide job control routines that provide all required task parameters to the Standard Product software.

Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-0980



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
371
PGS-0990
Complete
The ECS shall provide error logging subroutines for use by Standard Product software in notifying the system operators of conditions requiring their attention.

Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-0990



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
372
PGS-1000
Complete
The ECS shall provide error logging subroutines for use by Standard Product software in notifying users of conditions requiring their attention.

Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-1000



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
373
PGS-1010
Complete
The ECS shall provide mass storage allocation subroutines that provide Science Software with a means for dynamic allocation of storage for temporary files.

Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-1010



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
374
PGS-1015
Complete
The ECS shall provide ancillary data access subroutines that provide Standard Product software access to ephemeris data (e.g., solar, lunar, and satellite   ephemeris ), Earth rotation data, and time and position measurement data.  These subroutines shall perform operations such as:  a. Interpolation  b. Extrapolation  c. Coordinate system conversion

Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-1015



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
375
PGS-1020
Complete
The ECS shall provide mathematical libraries to perform:  a. Linear algebra and analysis  b. Statistical calculations
IDL and IMSL provide these mathematical libraries.
Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1



PGS-1020



Feature
3.42
Show the system can provide a DAAC toolkit
Available in Drop 1
1

Verified
376
PGS-1025
Complete
The ECS shall provide the capability to perform:  a. Image processing  b. Data visualization  c. Graphics
EOSVIEW provides  Data Visualization while IDL provides Image Processing and Graphics libraries.
Feature
8.21
Show that a user can use EOSView to view data that are distributed to them
Available in Drop 1
1

Verified
377
PGS-1030
Complete
The ECS shall provide a toolkit to the SCF containing versions of the routines specified in requirements PGS-0970 to PGS-1020.
In order to assure the independent delivery and testing of the SDP Toolkit at the DAACs and the SCF Toolkit at the SCFs, separate Level 3 and Level 4 requirements have been generated for the Toolkit.  Although both the DAAC and SCF versions of PGS-1030 are linked only to those L4 rquirements which describe the characterstics of these two versions, both sets of the PGS-0970 to PGS-1020 RbRs are linked to common sets of L4 requirements to indicate satisfaction of PGS-1030.
Feature
3.41
Show the system can provide an SCF toolkit
Available in Drop 1
1

Verified
378
PGS-1050
Complete
The ECS shall provide the capability to  perform manual QA of generated products.

Feature
8.21
Show that a user can use EOSView to view data that are distributed to them
Available in Drop 1
1



PGS-1050



Feature
5.3
Demonstrate that a DAAC operator can update QA metadata on behalf of the SCF
Available in Drop 1 using DAAC QA tool.
1

Verified
379
PGS-1060
Complete
The ECS shall have the capability to  perform automatic QA of generated products utilizing Science Software provided by the scientists.

Operational

If automatic QA is desired, it is performed by executing a PGE.



Verified
380
PGS-1080
Complete
The ECS shall have the capability to provide an inventory and review copy of generated products to the data product quality staff.

Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1



PGS-1080



Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



PGS-1080



Feature
5.10
Show that the system can distribute data in response to subscription order via 8mm
Available in Drop 1.
1



PGS-1080



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
381
PGS-1090
Complete
The ECS shall have the capability to provide the data product quality staff with the Science Software, calibration coefficient tables, input data sets, or other information related to product processing for the purpose of reviewing and analyzing the quality of production.

Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1



PGS-1090



Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



PGS-1090



Feature
5.10
Show that the system can distribute data in response to subscription order via 8mm
Available in Drop 1.
1



PGS-1090



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
382
PGS-1100
Complete
The ECS shall have the capability to accept product quality data from the product quality staff.

Feature
5.3
Demonstrate that a DAAC operator can update QA metadata on behalf of the SCF
Available in Drop 1 using DAAC QA tool.
1

Verified
383
PGS-1110
Complete
The ECS shall have the capability to associate data quality with a generated product.

Ticket Criteria
RH43
2. Via the GUI, update the science quality flag metadata attribute and commit the update.

4PX



PGS-1110



Ticket Criteria
RH33
9.  Demonstrate the ability of the DPREP processing element to correctly identify gaps in the AM-1 spacecraft ephemeris data exceeding 60 seconds and, as a result, to set the metadata quality flag ëPercent Missing Dataí for the granule to the appropriate setting

5A



PGS-1110



Ticket Criteria
RH41
3. After retrieval, display the science granule using a suitable tool, i.e., EOSView for EOS HDF files.  View the metadata value for the AutomaticQualityFlag parameter that is set during PGE execution.

4PX

Verified
384
PGS-1130
5A Partial
The ECS shall receive product QA from the SCF which describes the results of the scientist's product quality review at an SCF.
Current: metadata updates via email  Future: For products produced elsewhere, enhance QA monitor
Feature
5.3
Demonstrate that a DAAC operator can update QA metadata on behalf of the SCF

1



PGS-1130



Ticket Criteria
SM16
2 QA Metadata Update - (cover in detail by RH43)  2.1 Receive Update  via QA Monitor (remote access) or email

4PX

Verified
385
PGS-1140
Complete
The ECS shall have the capability to provide the data product quality staff with the Product QA data from the SCF.

Feature
5.8
Show that the system can distribute data in response to a subscription order electronically via FTP
Available in Drop 1
1



PGS-1140



Feature
5.9
Show that the system can distribute data in response to a client order electronically via FTP
Available in Drop 1
1



PGS-1140



Feature
5.10
Show that the system can distribute data in response to subscription order via 8mm
Available in Drop 1.
1



PGS-1140



Feature
5.11
Show that the system can distribute data in response to client order via 8mm tape
Available in Drop 1
1

Verified
386
PGS-1160
Complete
The ECS shall have the capability to suspend specified production processing.
Dependent processing can be suspended manually.  Additionally a PGE can be pulled from production by cancelling existing production requests.
Ticket Criteria
RH84
8. DPRs can be monitored for completion via GUI, and can be put on hold, released from hold, cancelled, priority modified.

4PX

Verified
387
PGS-1220
Complete
The ECS shall have the capability to receive the following GFE databases and associated tools, including COTS and public domain databases, and maintain them as required as inputs to product generation:  a. Digital terrain map databases  b. Land/sea databases  c. Digital political map databases

Operational


Operationally on a case by case basis, ECS can accept and make them available as input to PGEs.


Verified
388
PGS-1270
Complete
The ECS design and implementation shall have the flexibility to accommodate expansion up to a factor of 3 in data processing capacity with no changes to   the data processing design, and up to a factor of 10 without major changes to the   data processing design and no changes required  to existing Science Software or product specifications.

Capacity





Verified
389
PGS-1300
EOC Partial
The ECS at each DAAC shall provide a processing capacity as shown in Table C-1 of Appendix C which  accounts for:  a. normal processing demands   b. reprocessing demands   c. Science Software integration and test demands, production of prototype products, and ad hoc processing for "dynamic browse" or new search and access techniques developed by science users.
Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity





Verified
390
PGS-1301
EOC Partial
The ECS effective CPU processing rates used for sizing purposes in PGS-1300 shall not be greater than 25% of peak-related CPU capacity.
 Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity





Verified
391
PGS-1305
Complete
The ECS shall provide the capability to distribute processing and reprocessing across machines with similar architectures to effectively utilize all of the available processing capacity.

Feature
3.37
Show the system can display and manage production resources
Available in Drop 1.  Disk space garbage collection in Patch 4P
4P

Verified
392
PGS-1315
EOC Partial
The ECS shall have the capacity to support data production I/O to temporary and intermediate storage as required by individual Science Software.
Current: Support of intermediate contractual operational load.  Future: Support of final contractual operational load.
Capacity


Processing disk space








Feature
3.3
Show the system can support interim products
Available in Drop 3
3

Post-5A
393
PGS-1320
6A Future
The ECS shall support the planning and execution of up to 4,000 PGEs per day at any given DAAC.







Verified
394
PGS-1410
Complete
The ECS shall provide the capability for each DAAC to add to the SDP Toolkit DAAC-developed software required to support discipline specific needs.

Observation


DAAC unique extensions can be negotiated to any part of ECS


